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Abstract. A general methodology for the stability analysis of discrete approxima-
tions of nonstationary PDEs is applied to solve the Kuramoto-Tsuzuki equation,
including also the Schrödinger problem. Stability regions are constructed for the ex-
plicit, backward and symmetrical Euler schemes. The obtained results are applied to
solve the Kuramoto-Tsuzuki problem with a non-local integral boundary condition.
Results of computational experiments are provided.
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1 Introduction

Non-classical and nonlocal boundary conditions are used in various real-world
applications, e.g. parabolic problems in heat conduction and thermodynam-
ics [2,6,10], and pseudo-parabolic problems in underground water flow [1,9], see
also references given in these papers. It is well-known that the well-posedness
and stability of such models depends essentially on specific boundary condi-
tions.

Another important topic is a numerical approximation of such problems
and the stability analysis of obtained discrete problems. The stability analysis
of parabolic and pseudoparabolic problems with nonlocal boundary conditions
is done by various methods. A short review of these methods is presented in [7].

In papers [5,7], we have proposed a methodology, when the stability of the
specified model is investigated in two steps, and the influence of the differential
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equation (and a finite-difference or finite-volume scheme) is separated from the
analysis of the influence of nonlocal boundary conditions. Thus a big part of
existing stability results can be reused if a new type of mathematical model
with nonlocal boundary conditions is analysed. A short description of this
methodology will be given in the next section.

In this paper, as a basic mathematical model we consider the one dimen-
sional Kuramoto-Tsuzuki equation [17]:

∂u

∂t
= (1 + i c0)u+ (1 + i c1)

∂2u

∂x2
− (1 + i c2) |u|2 u, (1.1)

where t and x are time and space variables, c0, c1, c2 are real constants and
u = u(x, t) is unknown complex-valued function. It describes a dynamics of
chemical reaction-diffusion systems. A similar equation (1.1) is considered in
the analysis of nonlinear optics and fluid dynamics processes, described by the
Ginzburg-Landau equation [16].

The Kuramoto-Tsuzuki and Ginzburg-Landau problems with basic classical
boundary conditions are solved numerically by using various methods, e.g. the
finite difference method with the explicit and symmetrical Euler integration
in time [20, 21, 26, 27] and the pseudospectral method [29]. A mixture of im-
plicit and semi-explicit integration techniques are used in [3,28]. The stability
analysis is done in the specified energy norms and uniform error estimates are
proved by using embedding theorems.

The main goal of this paper is to investigate the stability regions of some
standard time-integration methods for a linear part of the Kuramoto-Tsuzuki
problem. Nonlocal boundary conditions are considered, thus the eigenvalues of
the obtained operators can be complex numbers. We consider a linear equation

∂u

∂t
= (cR + i cI)

∂2u

∂x2
, (1.2)

where cR, cI are real constants. Note, that equation (1.2) is a very useful model,
since it generalizes two important cases of evolutionary equations. Taking
cI = 0, cR > 0 we get a parabolic equation (which simulates various diffusion
processes) and taking cR = 0 we get the Schrödinger equation (which is a basis
for most nonlinear optics and quantum mechanics models). The stability and
convergence of numerical schemes for parabolic and Schrödinger problems are
investigated quite well, but a general case of complex coefficients cR + i cI ,
cR > 0 still requires a proper analysis.

Let equation (1.2) is solved in the interval D = (0, 1). We formulate an
initial condition

u(x, 0) = φ(x), 0 < x < 1

and boundary conditions:

u(0, t) = 0, u(1, t) = γ

∫ 1

0

u(x, t)dx, t > 0,

where φ is a known function and γ is a given constant. The second boundary
condition is an example of nonlocal boundary conditions.

Math. Model. Anal., 21(5):630–643, 2016.
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Next we give a brief review of recent stability analysis methods used for
investigation of numerical approximations of parabolic and pseudoparabolic
equations with nonlocal boundary conditions.

For many nonlinear problems the main aim is to prove stability estimates in
the maximum norm. Here we mention a general technique based on a presen-
tation of the solution of a given PDE with nonlocal boundary conditions as a
superposition of solutions of classical boundary value problems. For stationary
problems, this method is applied in [4], for non-stationary problems in [6, 10]
(see references contained therein). Still it is not clear if the maximum principle
can be applied for the analysis of numerical approximations of pseudo-parabolic
problems with nonlocal conditions.

For the Galerkin, finite volume and finite difference space discretization
schemes with standard time integration approximations (e.g. the Crank-Nicol-
son method) the stability analysis is done by applying the energy estimates,
see [9, 11, 18] and references contained therein. Note, that in order to apply
energy estimates we should answer the question how to select the right norm
or functional for the given problem (including nonlocal boundary conditions).

One general technique to prove necessary and sufficient stability conditions
for non-stationary numerical approximations of differential problems is to apply
the eigenvalue criterion for non-normal matrices [7,13]. This stability analysis
technique is applied for simple parabolic and pseudo-parabolic problems with
nonlocal boundary conditions in [12,14]. A structure of the spectrum of discrete
operators with various nonlocal boundary conditions is investigated in [15,24].

The rest of this paper is organized as follows. In Section 2, the details of a
general stability analysis methodology are presented. The stability region for
the Kuramoto-Tsuzuki differential equation is constructed. Finite difference
schemes are investigated in Section 3. The stability regions are constructed for
the explicit, backward and symmetrical Euler schemes. The obtained results
are adapted for the case, when all eigenvalues of the discrete operator are real.
A review on structure of eigenvalues for some nonlocal boundary conditions is
described in Section 4. Results of numerical experiments are given in Section 5.
They illustrate the theoretical results. Some final conclusions are presented in
Section 5.

2 The methodology of stability analysis

Here we apply the same stability analysis template as in [5, 7]. The main idea
is to split the stability analysis of the given differential equation (or time inte-
gration method) and the analysis of a structure of the spectrum for a specified
discrete operator with various nonlocal boundary conditions.

This methodology consists of two steps. We describe it for the fully dis-
crete numerical approximation of the differential problem. First, the stability
of a numerical time integration method is investigated. This analysis should
be done only once and the result is defined in a form of simple stability con-
ditions. An example of such conditions can be the stability region in complex
space. Second, eigenvalues of discrete operators of interest (including specific
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boundary conditions) should be determined and then the stability conditions
of the given integration method can be applied.

In the case of nonlocal boundary conditions, the matrix of discrete operator
Ah is non-normal. The spectral stability analysis is still can be used for such
operators if these matrices can be diagonalized

Ah = ΦΛ(Φ)−1, Λ = diag (λj), j = 1, . . . , J

and eigenvectors Φ make a complete basis system. In our paper, we always
assume that this property is valid.

In this section we construct the stability region of the Kuramoto-Tsuzuki
differential equation (1.2). Let us write this equation in the operator form

∂u

∂t
= (cR + i cI)Au, (x, t) ∈ D × (0, T ], (2.1)

where

Au =
∂2u

∂x2

and its definition also includes boundary conditions. Let ϕj , λj be eigenfunc-
tions and eigenvalues of operator A:

Aϕj = λjϕj .

In general, eigenvalues λj are complex numbers λj = λjR + i λjI .
As it was stated above, we assume that these eigenfunctions are linearly

independent and make a complete basis system, thus the solution u(x, t) can
be written in a form:

u(x, t) =
∑
j

cj(t)ϕj(x).

Inserting this sum into differential equation (2.1) we obtain linear ODEs for
functions cj :

c′j(t) = (cR + i cI)(λjR + i λjI) cj(t), j = 1, 2 . . . ,

so that

cj(t) = eλ̃jtcj(0), λ̃j = (λjR + i λjI)(cR + i cI).

Then the standard conclusion follows, that differential problem (2.1) is stable

if Re λ̃j ≤ 0 [13]. After simple computations we find that the stability region
of the Kuramoto-Tsuzuki problem is defined by the inequality

cRλR − cIλI ≤ 0. (2.2)

From (2.2) it follows straightforwardly that the stability region of a parabolic
equation (cR ≥ 0, cI = 0) is defined by the inequality

λR ≤ 0,

Math. Model. Anal., 21(5):630–643, 2016.
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(a) parabolic equation (b) Schrödinger equation (c) Kuramoto-Tsuzuki
equation

Figure 1. Stability regions of a) parabolic equation, b) Schrödinger equation, c)
Kuramoto-Tsuzuki equation

or the entire left complex half-plane. The stability region of the Schrödinger
equation (cR = 0) is defined by the inequality

cIλI ≥ 0,

or the entire upper complex half-plane. These stability regions are presented
in Fig. 1.

As a conclusion we note that for all three considered equations stability
regions define complex half-plains rotated according to a new orthogonal coor-
dinate system

λ̃R = cRλR − cIλI , λ̃I = cIλR + cRλI , (2.3)

where the angle of rotation depends on coefficients cR, cI of the equation.

3 Finite Difference Schemes

In this section we approximate Kuramoto-Tsuzuki equation (1.2) by the stan-
dard Euler finite-difference schemes. The domain D̄ is covered by the discrete
uniform grid

D̄h =
{
xj : xj = jh, j = 0, . . . , J

}
, xJ = 1,

D̄h = Dh ∪ ∂Dh. Let ωτ be a uniform time grid

ωτ = {tn : tn = nτ, n = 0, . . . , N, Nτ = T},

where τ is the time step. Although the constant time step τ is taken here, the
following studies can be easily extended to the case when τ varies.

We consider numerical approximations Unj to the exact solution unj =

u(xj , t
n) at the grid points (xj , t

n) ∈ D̄h × ωτ . For functions defined on the
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grid we introduce the forward and backward difference quotients with respect
to x

∂xU
n
j = (Unj+1 − Unj )/h, ∂x̄U

n
j = (Unj − Unj−1)/h

and similarly the backward difference quotient and the averaging operator with
respect to t

∂t̄U
n
j = (Unj − Un−1

j )/τ, Un−1+θ
j = θUnj + (1− θ)Un−1

j .

We approximate the differential equation (1.2) by the finite difference scheme

∂t̄U
n
j = (cR + i cI)AhU

n−1+θ
j xj ∈ Dh, n > 0,

where discrete operator Ah is defined as

AhU = ∂x∂x̄U, x ∈ Dh

and specific boundary conditions will be added later. Here θ = 0 defines the
explicit Euler method, θ = 1 defines the backward Euler method and θ = 1/2
gives the symmetric (or trapezoidal) Euler method [13]. At the moment we are
not specifying any boundary conditions.

Next we apply the same stability analysis methodology as was described for
the differential equation case. Let ϕhj , λhj be eigenvectors and eigenvalues of
discrete operator Ah:

Ahϕhj = λhjϕhj .

In general (e.g. for nonlocal boundary conditions), eigenvalues λhj are complex
numbers λhj = λhjR + i λhjI .

As it was stated above, we assume that these eigenvectors are linearly inde-
pendent and make a complete basis system. Then the stability region of finite
difference scheme is determined by investigating solutions of the scalar linear
equation

Un − Un−1

τ
= (cR + i cI)(λhR + i λhI)(θU

n + (1− θ)Un−1).

We formulate the standard characteristic equation

q − 1

τ
= (λ̃hR + i λ̃hI)(θq + 1− θ),

where λ̃ is defined by (2.3). The stability regions for all three Euler schemes are

well-known [13]. Let us denote µ̃h = τ λ̃h. The stability region of the explicit
Euler scheme is defined by the condition

|µ̃h + 1| ≤ 1,

the stability region of the backward Euler scheme is given by

|µ̃h − 1| ≥ 1

Math. Model. Anal., 21(5):630–643, 2016.
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and the stability region of the symmetric Euler scheme is given by the entire
left complex half-plane:

µ̃hR ≤ 0.

Next we map these standard stability regions into a basic complex plane
(λR, λI). Taking into account the relation (2.3) between two orthogonal coor-
dinate systems, we get that the respective stability regions are rotated by some
angle and scaled by factor 1/

√
c2R + c2I .

The stability region of the explicit Euler scheme is defined by the condition

(cRµhR − cIµhI + 1)2 + (cIµhR + cRµhI)
2 ≤ 1. (3.1)

It is interesting to note, that for the Schrödinger equation, when cR = 0, this
region do not include any interval of real eigenvalues. Thus in the case of
classical boundary conditions when all eigenvalues of the discrete operator Ah
are real, the explicit Euler integration scheme is unconditionally unstable.

The stability region of the backward Euler scheme is defined by the condi-
tion

(cRµhR − cIµhI − 1)2 + (cIµhR + cRµhI)
2 ≥ 1 (3.2)

and the stability region of the symmetric Euler scheme is given by the rotated
entire left complex half-plane:

cRλhR − cIλhI ≤ 0.

This results shows that the symmetric Euler scheme is A(α)-stable [13]. We
note, that the stability region of the discrete symmetric Euler algorithm exactly
coincides with the stability region of the parabolic, Schrödinger and Kuramoto-
Tsuzuki equations.

Examples of stability regions of the explicit Euler scheme for approximations
of different differential equations and scaling coefficients cR, cI are presented
in Fig. 2.

Having exact information on stability regions of different time integration
schemes we can adapt these results to numerical analysis of important appli-
cations. Let us consider the stability region of the explicit Euler algorithm
(3.1) and assume that all eigenvalues of the discrete operator Ah are real, i.e.
µhI = 0. Then the stability line on real axis is defined by

(cRµhR + 1)2 + (cIµhR)2 ≤ 1,

the solution of this inequality is

µhR ∈
[
− 2cR
c2R + c2I

, 0

]
. (3.3)

For the Kuramoto-Tsuzuki equation with parameters as in Figure 2(c) the

explicit Euler scheme is stable when µhR ∈
[
− 6

25
, 0

]
. We see that the stability

requirement for τ depends not only on factor 1/
√
c2R + c2I , but also on ratio

cR/cI as defined in formula (3.3).



On Stability Analysis of Finite Difference Schemes 637

(a) parabolic equation,
cR = 2, cI = 0

(b) Shrödinger equation,
cR = 0, cI = 1

(c) Kuramoto-Tsuzuki
equation, cR = 3, cI = 4

Figure 2. Stability regions for the explicit Euler approximation of different differential
equations: a) parabolic equation, b) Schrödinger equation, c) Kuramoto-Tsuzuki equation

4 The structure of eigenvalues for some nonlocal
boundary conditions

In this section we will present a short review on known results for the structure
of eigenvalues of simple eigenvalue problem for the most simple differential
operator:

d2u

dx2
= λu, 0 < x < 1. (4.1)

We analyze the influence of nonlocal boundary conditions to the distribution of
eigenvalues. Here we restrict to the case of the differential problem, but similar
results are valid for discrete approximations of the diffusion operator. Then,
stability results for various time integration schemes are obtained directly from
the stability regions defined in the previous section.

4.1 Nonlocal Bitsadze – Samarskii condition

In this case we have one classical and one multi-point boundary conditions

u(0) = 0, u(1) = γu(ξ), (4.2)

where γ, ξ ∈ R and 0 < ξ < 1. The eigenvalues of problem (4.1)–(4.2) depend
on the parameters γ and ξ. Regarding to the results presented in the paper [25]
we conclude the following:

1. If |γ| 6 1, then problem (4.1)–(4.2) has only real eigenvalues. All eigen-
values are real and negative for all 0 < ξ < 1.

2. If |γ| = 1
ξ , then the problem (4.1)–(4.2) has a simple eigenvalue λ = 0.

3. The necessary and sufficient condition for the existence of exactly one
positive eigenvalue is the inequality γ > 1

ξ .

Math. Model. Anal., 21(5):630–643, 2016.
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4. Complex eigenvalues appear depending on the values of γ and ξ when
|γ| > γ1.

5. Multiple eigenvalues exist for some γ and ξ.

4.2 Nonlocal integral condition

In this case we have one classical and one integral boundary conditions

u(0) = 0, u(1) = γ

∫ b

a

u(x) dx, (4.3)

where γ ∈ R, a, b ∈ [0, 1]. The eigenvalues of the problem (4.1), (4.3) depend
on parameters γ, a and b. The following results are proved in [8, 19]:

1. For any value γ with a = 0, b = 1 problem (4.1), (4.3) has only real
eigenvalues.

2. If γ > 2, a = 0, b = 1, then problem (4.1), (4.3) has one positive eigen-
value and the remaining eigenvalues are negative.

3. If γ = 2, a = 0, b = 1, then problem (4.1), (4.3) has a simple eigenvalue
λ = 0.

4. Depending on the values of γ with a = 1
4 , b = 3

4 problem (4.1), (4.3) has
also some multiple eigenvalues.

5. Problem (4.1), (4.3) with b = 1 and any a ∈ [0, 1) has only real negative
eigenvalues. One positive eigenvalue arises for γ > γ0.

6. Problem (4.1), (4.3) with a = 0 and any b ∈ [0, 1) depending on γ has
multiple and complex eigenvalues.

A more general differential operator

d

dx

(
p(x)

du

dx

)
= λu, 0 < x < 1 (4.4)

with nonlocal boundary conditions

u(0) = γ0

∫ 1

0

u(x) dx, u(1) = γ1

∫ 1

0

u(x) dx (4.5)

is analyzed in [22]. The eigenvalue problem (4.4)–(4.5) is solved numerically
for various p(x). In case p(x) ≡ 1 the obtained results correspond to analytic
results published in [8]. In this case all eigenvalues of the discrete operator are
real and negative. It is shown that one positive eigenvalue exist if γ0 + γ1 > 2.
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5 Numerical experiments

In this section we present results of numerical experiments. Our main aim is
to illustrate theoretical results of the previous sections.

As a test problem we solve the following linear Kuramoto-Tsuzuki type
problem with an integral boundary condition:

∂u

∂t
=
(√2

2
+ i

√
2

2

)∂2u

∂x2
,

u(0, t) = β(t), u(1, t) = γ

∫ 1

0

u(x, t) dx,

u(x, 0) = u0(x), 0 ≤ x ≤ 1,

where initial condition u0 is selected such that the integral condition is satisfied
for such a function. This problem is approximated by the finite difference
scheme:

∂t̄U
n
j = (1 + i) ∂x∂x̄U

n−1+θ
j xj ∈ Dh, n > 0, (5.1)

Un0 = β(tn), UnJ = γShU
n.

First we have used the explicit Euler scheme θ = 0. Then no special linear
algebra solvers are required even for non local boundary conditions and all
computations are done explicitly. This property of algorithms is very attractive
when parallel computers are used to solve such problems.

We use the parameter γ = 1.582. It was noted in the previous section, that
in this case all eigenvalues of the discrete operator Ah are real and negative.
The absolute values of eigenvalues are bounded by

|λj | ≤
4

h2
.

From the stability interval (3.3) it follows that the explicit Euler scheme (5.1)
is stable for the given Kuramoto-Tsuzuki problem if µhR ∈

[
−
√

2, 0
]
. Thus

the time step τ should be restricted to sizes

τ ≤
√

2h2

4
.

This time step restriction can be compared with the well-known stability
requirement for the parabolic problem (take cR = 1 and cI = 0) which states
µhR ∈ [−2, 0].

Computational experiments confirmed all these conclusions, the explicit
Euler scheme was stable till the following restrictions on the time steps τ(h):

τ(0.1) ≤ 0.0038, τ

(
1

20

)
≤ 0.0009, τ

(
1

40

)
≤ 0.00022, τ

(
1

80

)
≤ 0.0000553.

In order to show the influence of γ to the structure of the spectrum of
operators A and Ah and as a consequence to the stability of the differential

Math. Model. Anal., 21(5):630–643, 2016.
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problem, we have solved the same test problem for γ = 2.5. For such a pa-
rameter the differential operator A has one real positive eigenvalue. Then the
corresponding eigenvector defines a growing mode of the exact PDE solution.
In this case the information on the stability region of the explicit Euler scheme
guarantees that we are resolving correctly all spectral modes corresponding to
negative eigenvalues. The stability analysis of the growing mode is not cov-
ered by A-stability results, but it follows directly from the standard analysis of
ρ-stable schemes [23].

Results of computational experiments have confirmed all these conclusions:
the stability of explicit Euler scheme is observed for the same restrictions on
time step as for γ = 1.582. The growing mode of the solution is resolved
correctly for given integration steps and the dynamics of the solution is not
sensitive to the number of points used to discretize the operator A.

Next, we have applied the backward Euler scheme. In order to solve the
obtained systems of linear equations with a matrix of special structure, we have
used a superposition method to find a solution in the form [5,6]:

Unj = V nj + cWj , j = 0, . . . , J,

where V and W are solutions of linear systems with tridiagonal matrix:

V nj − U
n−1
j

τ
= (1 + i) ∂x∂x̄V

n
j xj ∈ Dh, n > 0,

V n0 = β(tn), V nJ = γShU
n−1

and

Wj

τ
= (1 + i) ∂x∂x̄Wj xj ∈ Dh, n > 0,

W0 = 0, WJ = 1.

Such systems are solved efficiently by using the factorization algorithm. Coef-
ficient c is defined from the integral condition

c = (γShV
n − V nJ )/(1− γShW ).

As it follows from the stability region (3.2), in the case of real eigenvalues
the backward Euler scheme is stable for the given Kuramoto-Tsuzuki problem
if µhR 6∈

[
0,
√

2
]
. Thus for γ = 1.582 the backward Euler scheme is uncondi-

tionally stable and the time step τ can be selected only due to approximation
accuracy requirements.

A more complicated situation arises for the case γ = 2.5, when one eigen-
value λm of discrete operator Ah is real and positive. If time step is not
sufficiently small then τλm >

√
2 and the numerical damping of the backward

Euler scheme makes this scheme stable also for the postive eigenvalue mode.
The amplitude of the discrete solution decreases and oscillates. Thus the time
step τ should be reduced to satisfy the additional condition τλm <

√
2. This

situation is illustrated in Fig. 3, where the dynamics of the solution UnJ is shown
for τ = 0.5.
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Figure 3. Dynamics of the solution Un
J of the backward Euler scheme for γ = 2.5 and
τ = 0.5

Here we note one important difference of this conditional stability require-
ment from the stability condition of the explicit Euler scheme. Since λm de-
pends very weakly on h, the restriction on time step τ is not depending on
space step h.

Conclusions

A general methodology for the stability analysis of discrete approximations
of nonstationary PDEs is applied to solve the Kuramoto-Tsuzuki equation,
including also the Schrödinger problem. Stability regions are constructed for
the explicit, backward and symmetrical Euler schemes. The obtained results
are applied to solve the Kuramoto-Tsuzuki problem with a non-local integral
boundary condition. Results of computational experiments are provided, they
have confirmed all theoretical conclusions.

For future research, it is important to apply this methodology to investi-
gate the stability of Schrödinger type problems with non-reflecting boundary
conditions.
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