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Abstract. In this paper, we introduce a model that can assist airline planners in deploying their fleets as efficiently as possible. Specifically, we outline an optimization model that assigns a fleet of aircraft of different types to routes to maximize profits. An algorithm for solving nonlinear transportation problem is suggested. It is based on the use of Lagrange multipliers. We define and illustrate the use of the loss function, the cost structure of which is piecewise linear. The necessary and sufficient conditions for optimality are given. To illustrate the proposed approach, a numerical example is given.
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Introduction

A critical determinant of an airline’s survival in today’s competitive environment is its ability to utilize its resources efficiently. Critical resources available to an airline include its personnel or crews, its gates and airport slots and its aircraft. In many hub and spoke airline planning contexts, the assignment of aircraft to routes follows the determination of: (1) what cities are to be served, (2) the frequency of service between the hub and each of the other cities, (3) the desired departure and arrival times into and out of the hub for each route by aircraft type, and (4) the potential profit associated with assigning each route to each different type of aircraft in the fleet. For international carriers, many of these decisions are heavily constrained by bilateral agreements, the availability of gate space in foreign airports, airport restrictions and operating regulations, and so on. Thus, in
practice, there are relatively few options available to planners with regard to these decisions. The primary source of leverage for such carriers in the short term is their ability to choose which aircraft to assign to each route. In this paper, we introduce a model that can assist airline planners in deploying their fleets as efficiently as possible. Specifically, we outline an optimization model that assigns a fleet of aircraft of different types to routes to maximize profits.

The problem considered in this paper is the following. An airline company operates more than one route. It has more than one type of airplanes available. Each type has its relevant capacity and costs of operation. The passenger demand on each route is known in the form of a distribution function, and the question asked is: Which aircraft should be allocated to which route in order to minimize the total cost (performance index) of operation? This latter involves two kinds of costs: the costs connected with running and servicing an airplane, and the costs incurred whenever a passenger is denied transportation because of lack of seating capacity. (This latter cost is the so-called “opportunity” cost.)

In this paper, we define and illustrate the use of the loss function, the cost structure of which is piecewise linear. Within the context of this performance index, we assume that a distribution function of the passenger demand on each route is known. Thus, we develop our discussion of the allocation problem in the presence of completely specified demand distributions. We formulate this problem in a probabilistic setting. The necessary and sufficient conditions for optimality are given.

1. Problem Statement

Let \( A_i \), \( A_k \) be the set of airplanes, which a company operates on routes \( 1, m \). It is assumed that the company operates \( m \) routes which are of different lengths, and consequently, different profit abilities. Let \( f_j(x) \) represent the probability density function of the passenger demand \( X \) for transportation on route \( j \) (\( j=1,m \)); and \( F_j(x) \) its cumulative distribution function.

It is required to minimize the expected total cost of operation (the performance index)

\[
J(U) = \sum_{j=1}^{m} \left[ \sum_{i=1}^{k} w_{ij} u_{ij} + c_j \int (x - Q_j) f_j(x)dx \right] \quad (1)
\]

subject to

\[
\sum_{j=1}^{m} u_{ij} \leq a_i, \quad i=1, ..., k, \quad u_{ij} \geq 0, \quad (2)
\]

where

\[
Q_j = \sum_{i=1}^{k} u_{ij} q_{ij}, \quad j=1, ..., m, \quad (3)
\]

\( U = \{u_{ij}\} \) is the \( k \times m \) matrix, \( u_{ij} \) is the number of units of airplane \( A_i \) allocated to the \( j \)th route, \( w_{ij} \) is the operation costs of airplane \( A_i \) for the \( j \)th route, \( c_j \) is the price of a one-way ticket for air travel on \( j \)th route, \( q_{ij} \) is the limited seating capacity of airplane \( A_i \) for the \( j \)th route, \( a_i \) is available the number of units of airplane \( A_i \).

The solution of the aforementioned programming problem can be divided into two parts: The first deals with the existence of a minimum and tests of optimality, while the second presents an algorithm for arriving at the optimal program in a reasonable number of steps.

2. Existence of a Minimum

The question of the existence of a minimum to the function \( J(u) \) can be easily answered by means of the following lemma.

**Lemma 1.** The functions \( J(U) \) and \( g_i(U) \) are convex in \( U \), where

\[
g_i(U) = a_i - \sum_{j=1}^{m} u_{ij} \geq 0. \quad (4)
\]

**Proof.** It is easy to see that \( g_i(U) \) is convex, by linearity. Concerning the cost function \( J(U) \), it is clearly continuous and twice differentiable in \( U \). It is known that \( J(U) \) is convex in \( U \) if, and only if, the determinant

\[
\frac{\partial^2 J}{\partial u_{ij} \partial u_{ij}} \geq 0 \quad (5)
\]

for all segments of \( U \). But we have

\[
\frac{\partial J}{\partial u_{ij}} = w_{ij} - c_j q_{ij} \int f_j(x)dx, \quad (6)
\]

\[
\frac{\partial^2 J}{\partial u_{ij}^2} = -c_{ij} q_{ij} f_j(x)dx, \quad (7)
\]

for \( i=1, ..., k; \ j=1, m; \ r=1, k \). Then the values of the determinant (5) for all segments of \( U \) may be written in the form of the following matrix:

\[
\begin{bmatrix}
 u_{11} & u_{12} & u_{13} & \cdots & u_{1r} \\
 u_{21} & u_{22} & u_{23} & \cdots & u_{2r} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 u_{m1} & u_{m2} & u_{m3} & \cdots & u_{mr}
\end{bmatrix}
\]

\[ \begin{bmatrix}
 c_{11} q_{11} f_1(Q_1) & c_{12} q_{11} f_1(Q_1) & c_{13} q_{11} f_1(Q_1) & \cdots & c_{1r} q_{11} f_1(Q_1) \\
 c_{21} q_{21} f_1(Q_1) & c_{22} q_{21} f_1(Q_1) & c_{23} q_{21} f_1(Q_1) & \cdots & c_{2r} q_{21} f_1(Q_1) \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 c_{m1} q_{m1} f_1(Q_1) & c_{m2} q_{m1} f_1(Q_1) & c_{m3} q_{m1} f_1(Q_1) & \cdots & c_{mr} q_{m1} f_1(Q_1)
\end{bmatrix}
\]

\[ \begin{bmatrix}
 c_{11} q_{11}^2 f_1(Q_1) & c_{12} q_{11}^2 f_1(Q_1) & c_{13} q_{11}^2 f_1(Q_1) & \cdots & c_{1r} q_{11}^2 f_1(Q_1) \\
 c_{21} q_{21}^2 f_1(Q_1) & c_{22} q_{21}^2 f_1(Q_1) & c_{23} q_{21}^2 f_1(Q_1) & \cdots & c_{2r} q_{21}^2 f_1(Q_1) \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 c_{m1} q_{m1}^2 f_1(Q_1) & c_{m2} q_{m1}^2 f_1(Q_1) & c_{m3} q_{m1}^2 f_1(Q_1) & \cdots & c_{mr} q_{m1}^2 f_1(Q_1)
\end{bmatrix}
\]

It is clear that the determinant of any square segment of the matrix (8) is \( > 0 \) or \( = 0 \) according to whether it contains an even or an odd number of rows. Thus

\[
\frac{\partial^2 J}{\partial u_{ij}^2} \geq 0 \quad (8)
\]

It is to be shown.

This lemma, when combined with the previously mentioned results, also indicates that the solution to the allocation problem requires a “pure strategy” on the part of each “player” in the game theoretic interpretation of the problem. It is important to note that the solution would be unique if the Lagrangian function

\[
L(U, s) = J(U) - \sum_{i=1}^{k} s_i g_i(U) \quad (9)
\]
were strictly convex in \( U = (u_1, u_0)' \), where \( u_i = (u_{ij}, u_{im})' \), \( i = 1(1) k \), and strictly convex in \( s = (s_1, sk)' \).

3. Necessary and Sufficient Conditions for Optimality

For our discussion to have any practical content, proofs of existence should be coupled with practical means for obtaining the optimal. The following theorem provides the necessary and sufficient conditions for optimality and also yields great insight into the iterative procedure in order to arrive at the optimal.

**Theorem 1.** For a feasible solution \( U^{*} \) to be optimal (i.e., provide a solution to the minimization problem), it is necessary that:

(i) if the inequality \( g_i (u^{*}) > 0 \) holds for some \( i \), then the partial derivative of \( J \) with respect to each component of \( u_i^{*} \) which is > 0 and is involved in the inequality must vanish;

(ii) if the equality \( g_i (u^{*}) = 0 \) holds for some \( i \), then the partial derivative of \( J \) with respect to all the components of \( u_i^{*} \) which are > 0 and are involved in the equality must be the same value \(-s_i \) (\( s_i \geq 0 \)).

The above two conditions, together with the following two conditions are sufficient for optimality:

(iii) in case (i), the partial derivative of \( J \) with respect to each component of \( u_i^{*} \) which is = 0 and is involved in the same inequality must be = 0;

(iv) in case (ii), the partial derivative of \( J \) with respect to all the components of \( u_i^{*} \) which are = 0 and are involved in the same equality must be \( \geq -s_i \).

**Proof.** The proof of necessity is accomplished by the use of Lagrange multipliers. Rewrite

\[
g_i (u_{ij}, u_{i0}) = a_i - \left( \sum_{j} u_{ij} + u_{i0} \right),
\]

where \( u_{i0} \) are slack variables. Clearly, in case (i) above, \( u_{i0} > 0 \) while in case (ii), \( u_{i0} = 0 \). Consider then the Lagrangian equation

\[
L(u_{ij}, u_{i0}, s_1) = J(u_{ij}) - \sum_{i} s_i g_i (u_{ij}, u_{i0}).
\]

It is well known (Nechval [1-5]) that the required optimum is the solution to the set of simultaneous equations

\[
\partial L / \partial u_{ij} = 0,
\]

\[
\partial L / \partial u_{i0} = 0,
\]

and the set of constraining equations. In the case (i) we have \( u_{i0} > 0 \), and (12) yields

\[
\partial L / \partial u_{ij} = \partial J / \partial u_{ij} + s_i = 0
\]

while (13) yields

\[
\partial L / \partial u_{i0} = 0 + s_i = 0.
\]

Therefore \( s_i = 0 \), and consequently \( \partial J / \partial u_{ij} = 0 \), for all \( u_{ij} \) involved in the same restriction at positive level. In case (ii), \( u_{i0} = 0 \), and hence

\[
\partial J / \partial u_{ij} + s_i = 0
\]

for all \( u_{ij} \) involved in the same restriction \( g_i \) at positive level. Therefore \( \partial J / \partial u_{ij} \) has the same value, namely \(-s_i \) (\( s_i \geq 0 \)), for all \( u_{ij} \) involved in the same restriction at positive level. This completes the proof of necessity.

To prove the sufficiency of the conditions, we need to prove that under the conditions of the theorem \( J (u) \geq J (u^{*}) \). Let \( u' \) denote the components of \( u^{*} \) which are at positive level, then

\[
\frac{\partial J}{\partial u_{ij}} \leq 0, \quad \frac{\partial J}{\partial u_{ij}} \leq 0, \quad u^{*} \geq 0.
\]

In the matrix \( U^{*} \), we can assume, without loss of generality since the solution does not depend on the numbering of the rows, that rows 1, 2, \( r \) are the rows associated with the variables whose sums reach the limits of their respective availability restrictions, i.e.,

\[
\sum_{j=1}^{m} u_{ij} = a_i \quad \text{for} \quad i = 1, \ldots, r.
\]

The remaining \( (k-r) \) rows contain vectors such that

\[
\sum_{j=1}^{m} u_{ij} < a_i \quad \text{for} \quad i = r + 1, \ldots, k.
\]

In the \( i \)th row satisfying (18), let \( u_{i1}^{*}, \ldots, u_{iv(i)}^{*} \) be the allocations > 0, and let \( u_{iv(i)+1}^{*}, \ldots, u_{im}^{*} \) be the allocations = 0. It follows immediately that

\[
\sum_{j=1}^{v(i)} u_{ij} = a_i,
\]

with \( v (i) \) varying from row to row.

An immediate consequence of the conditions of Theorem 1 is the following relationships among the partial derivatives

\[
\partial J / \partial u_{ij} = \partial J / \partial u_{ij}, \quad j = 1(1)v(i).
\]

\[
\partial J / \partial u_{ij} \leq \partial J / \partial u_{im}, \quad \eta = v(i) + 1(1)m, \quad i = 1(1)r;
\]

\[
\partial J / \partial u_{ij} = 0, \quad j = 1(1)v(i),
\]

\[
\partial J / \partial u_{ij} \geq 0, \quad \eta = v(i) + 1(1)m, \quad i = r + 1(1)k.
\]

Since \( J (U) \) is convex in \( U \) (see Lemma 1), then

\[
J(U) \geq J(U^{*}) + \sum_{i=1}^{k} \sum_{j=1}^{m} \frac{\partial J}{\partial u_{ij}} (u_{ij} - u_{ij}^{*})
\]
But for \( i=1(1) r \) we have
\[
\sum_{j=1}^{m} \frac{\partial f}{\partial u_{ij}} (u_{ij} - u_{ij}^*) = \frac{\partial f}{\partial u_{ij}} \sum_{j=1}^{m} (u_{ij} - u_{ij}^*)
\]
\[+ \sum_{j=v(i)+1}^{m} \frac{\partial f}{\partial u_{ij}} (u_{ij} - u_{ij}^*)
\]
\[= \frac{\partial f}{\partial u_{ij}} \sum_{j=1}^{m} (u_{ij} - u_{ij}^*) a_i + \sum_{j=v(i)+1}^{m} \frac{\partial f}{\partial u_{ij}} u_{ij}
\]
\[(24)\]

by (20) and (21). Since \( u_{ij}^* = 0 \) for \( j=v(i)+1(1) m \), then necessarily \( u_{ij} \geq 0 \) for \( j=v(i)+1(1) m \). Therefore,
\[
\sum_{j=1}^{m} u_{ij} = a_i - \sum_{j=v(i)+1}^{m} u_{ij}.
\]
\[(25)\]

Substituting this in (24) we get for \( i=1(1) r \),
\[
\sum_{j=1}^{m} \frac{\partial f}{\partial u_{ij}} (u_{ij} - u_{ij}^*) = \frac{\partial f}{\partial u_{ij}} \left( a_i - \sum_{j=v(i)+1}^{m} u_{ij} \right)
\]
\[- \frac{\partial f}{\partial u_{ij}} a_i + \sum_{j=v(i)+1}^{m} \frac{\partial f}{\partial u_{ij}} u_{ij}
\]
\[= \sum_{j=v(i)+1}^{m} \left( \frac{\partial f}{\partial u_{ij}} - \frac{\partial f}{\partial u_{ij}} \right) u_{ij} \geq 0.
\]
\[(26)\]

In a similar fashion, we consider (24) for \( i=r+1(1) k \).

By (22) \( \frac{\partial f}{\partial u_{ij}} = 0 \) for \( j=1(1) v(i) \) and \( i=r+1(1) k \); while \( u_{ij}^* = 0 \) for \( j=v(i)+1(1) m \). Therefore we get for \( i=r+1(1) k \),
\[
\sum_{j=1}^{m} \frac{\partial f}{\partial u_{ij}} (u_{ij} - u_{ij}^*) = \sum_{j=v(i)+1}^{m} \frac{\partial f}{\partial u_{ij}} u_{ij} \geq 0.
\]
\[(27)\]

From (26) and (27), we find that
\[
\sum_{j=1}^{k} \sum_{j=v(i)+1}^{m} \frac{\partial f}{\partial u_{ij}} (u_{ij} - u_{ij}^*) \geq 0,
\]
\[(28)\]

hence \( J(\mathbf{u}) \geq J(\mathbf{u}^*) \) + a non-negative quantity, i.e.,
\[
J(\mathbf{u}) \geq J(\mathbf{u}^*),
\]
\[(29)\]

and this completes the proof that the conditions of the theorem are sufficient as well as necessary.

4. Example

Suppose that some company operates \( m=2 \) routes which are of different lengths. Let \( A_i, i=1(1) 2 \), be the set of airplanes which the company utilizes to satisfy the passenger demand for transportation on these routes. Let
\[
f_j(x_j) = \sigma_j^{-1} \exp(-x_j / \sigma_j), \ x > 0, \ \sigma_j > 0, \ \text{s(30)}
\]

represent the exponential probability density function of the passenger demand \( X \) for transportation on route \( j (j \in \{1, 2\}) \), where \( \sigma_1=100 \) and \( \sigma_2=150 \).

It is required to minimize the expected total cost of operation (the performance index)
\[
J(\mathbf{u}) = \sum_{j=1}^{m} \sum_{i=1}^{n} w_{ij} u_{ij} + c_j \int_{Q_j} \left( x - Q_j \right) f_j(x) dx
\]
\[(31)\]

subject to
\[
\sum_{j=1}^{m} u_{ij} \leq a_i, \ i=1, 2, \ u_{ij} \geq 0,
\]
\[(32)\]

where
\[
Q_j = \sum_{i=1}^{n} u_{ij} q_{ij}, \ j=1, 2,
\]
\[(33)\]

\( \mathbf{u} \) is the \( 2 \times 2 \) matrix, \( u_{ij} \) is the number of units of airplane \( A_i \) allocated to the \( j \)th route, \( w_{ij} \) is the operation costs (in Euros) of airplane \( A_i \) for the \( j \)th route \( (w_{11}=900, w_{12}=1000, w_{21}=950, w_{22}=1100) \), \( c_j \) is the price (in Euros) of a one-way ticket for air travel on the \( j \)th route \( (c_1=55, c_2=70) \), \( q_{ij} \) is the limited seating capacity of airplane \( A_i \) for the \( j \)th route \( (q_{11}=50, q_{12}=40, q_{21}=75, q_{22}=60) \), \( a_i \) is the available number of units of airplane \( A_i \) \((a_1=2, a_2=2) \).

It can be shown that the optimal solution is given by
\[
\mathbf{u}^* = (1.83, 0.17, 0, 0, 2, 0), J(\mathbf{u}^*) = 10728.69.
\]
\[(34)\]

The optimal integer-valued solution is given by
\[
\mathbf{u}^* = (2, 0, 0, 0, 2, 0), J(\mathbf{U}^*) = 10741.29.
\]
\[(35)\]

Conclusions

Theorem 1 provides the necessary and sufficient conditions for an optimal allocation matrix, \( \mathbf{U}^* \), and indicates the route to be followed to achieve that optimality, namely, we vary the allocation matrix \( \mathbf{U} \) in such a way as to satisfy the conditions of Theorem 1. Such manipulation can be performed in more than one way. Trial-and-error is one method, which has nothing to recommend it except perhaps the freedom to change the allocation arbitrarily. However, if coupled with sufficient insight, this procedure can yield quick results in comparatively small size problems. In large-size problems, however, it is not feasible to follow a trial-and-error technique. The number of possible combinations of allocation matrices to be varied at any stage can reach astronomical magnitudes. A rational, step-by-step procedure is therefore required, which converges on the optimality in a reasonable number of steps.
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