FACTORS INFLUENCING URBAN INVESTMENT ATTRACTIVENESS: AN FCM-SD APPROACH
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Abstract. The increasing concentration of populations in urban areas in recent decades has strengthened the interest in – and the importance given to – these zones. Cities have become quite attractive from investors’ point of view because of the wide array of opportunities and growing need for investment in urban areas. Thus, city strategic planning quite often requires an understanding of the determinants that attract investment to urban zones. This study sought to identify the factors that strengthen urban investment based on the knowledge of a panel of experts. Fuzzy cognitive mapping techniques were applied to understand the concepts and decision criteria included in the decision-support model and their cause-and-effect relationships. The results provide insights into which determinants most strongly influence urban investment, namely, infrastructure, supporting services, and political-administrative factors. Diverse scenarios at the intra- and inter-cluster levels were created to clarify the impacts of variable changes on the model developed. The findings were validated by both the expert panel members and the vice-president of the Portuguese Association of Real Estate Developers and Investors. Advantages and limitations of the proposed framework are presented, as well as recommendations for future research.
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Introduction

Awareness of urban investment importance has been growing due to its well-known social and economic impacts at different societal levels. These effects have macro-level repercussions as investment not only affects the urban areas in which the venture capital is invested but also the surrounding region and country (Snieška & Zykiéné, 2015). In addition to monitoring urban investment macro effects, urban management involves dealing with complex systems (Castanho et al., 2019; Ding & Lai, 2012; Miguel et al., 2019; Reis et al., 2019), making managing determinants of investment fundamental to each city’s strategic planning (Ferreira et al., 2018; Oliveira et al., 2018). That is, urban planners must understand the factors that most affect urban investment to decide which are the best measures to be taken. This knowledge allows cities to obtain more easily the competitive advantages that – through consistently stronger performance than that of competitors (Barney, 2002) – generate increased urban investment.

Despite the greater overall awareness of the importance of this issue, the literature on the topic is still scarce (Pires et al., 2018; Ribeiro et al., 2017). The existing studies have focused mainly on the attractiveness and competitiveness of urban areas, which are intrinsically linked to the determinants of urban investment. Thus, the determinants that attract urban investment not only still need to be identified but also analyzed in terms of their interrelationships and the impacts that changes in a given variable – or a set of variables – have on investment over a specific period. The resulting information could help city managers understand the best measures to implement at the strategic planning level (Estêvão et al., 2019).
More importance is increasingly being placed on urban areas because of their growth as people abandon rural areas in search of better living conditions. To address the scarcity of research that has concentrated exclusively on this subject, the present study sought to create a model by combining fuzzy cognitive mapping techniques and the system dynamics (SD) approach. The main objectives were to identify determinants that attract urban investment and analyze their cause-and-effect relationships, as well as these variables’ behavior over time when any change occurs.

In this type of research, statistical models have been by far the most popular approach. However, these models impose rigorous distribution assumptions, require data with particular scaling properties, and have limited flexibility (cf. Belton & Stewart, 2002). In addition, the correlations found do not necessarily imply causation, so, to model and analyze complex systems’ behavior more fully, causal links need to be examined in depth. These issues strengthened the current study’s motivation to apply the proposed dual methodology.

To achieve the main objectives, various secondary objectives also needed to be fulfilled. The first was to recruit a panel of experts with experience in urban investment. The second objective was to conduct an initial session with this group in which the factors attracting urban investment were identified, as well as their cause-and-effect relationships and internal hierarchy, thereby constructing a basic cognitive structure of the decision problem. The third objective was to generate a cognitive map with the information obtained in the first session. The fourth was to organize a second session with the expert panel to validate the group cognitive map and assign intensities to the previously defined cause-and-effect relationships. The fifth objective was to develop a fuzzy cognitive map (FCM) and a stock-and-flow diagram (SFD), while the last was to create scenarios and simulations to understand the impact that changes in determinants have on urban investment.

The paper is organized as follows. The next section presents important concepts related to the topic under study and studies of urban investment causes, including contributions and limitations. The adopted methodology is discussed next, namely, fuzzy cognitive mapping and the SD approach. The ensuing section then describes the procedures followed to develop a structured understanding of the decision problem at hand (i.e., urban investment attractiveness), as well as discussing the resulting dynamic system and its limitations. The last section details the contributions and limitations of our methodological framework, and suggests avenues for future research.

1. Related literature and research gap

Given that strategic planning in urban contexts is essential to attract investment, the concept of strategic planning needs to be examined. Amrollahi and Rowlands (2018, p. 668) offer a broad conceptualization of this term as “a tool to help managers better lead their firms by setting goals”. Grant (2014) also defines strategic planning as a way to create and maintain consistency in the way companies use resources to achieve their goals. Strategic planning will thus determine long-term objectives, generate and evaluate alternative strategies, and help create a system to monitor results (Armstrong, 1982).

To identify more clearly the factors that attract urban investment, the concept of urban investment also needs to be understood. This investment focuses on areas characterized by “a system of interacting industries, housing, and people” (Forrester, 1969, p. 1). Urban investment is, therefore, of great importance to the surrounding regions and countries. Its significance has both economic and social dimensions because it aims to ensure optimal conditions for job creation, increase employment rates and income levels, and boost regional economies and economic growth (Brito et al., 2019; Dobrovolskienė et al., 2019; Faria et al., 2018; Fernandes et al., 2018; Marques et al., 2018; Snieška & Zykiienė, 2015).

Despite the importance attributed to cities and analyses of factors that determine their attractiveness, urban investment has seldom been explored by researchers, and awareness of its significance is relatively recent (Carayannis et al., 2019; Pires et al., 2018; Ribeiro et al., 2017). Although various studies have concentrated on urban competitiveness and attractiveness, almost none of them have focused exclusively on the factors that affect urban investment. However, the extant research related to city competitiveness and attractiveness is directly related to the present study, and a review of these fields of research makes sense because “the most attractive cities are characterized by high investment attraction” (Bruneckiene et al., 2016, p. 56). Table 1 lists some of the most important studies and summarizes their key points.

Regardless the contributions of the studies presented in Table 1, the approaches adopted have limitations, as with any methodology. One limitation identified as being present in most of these investigations is a paucity of information on urban areas. Bruneckiene et al. (2012, p. 257) mention this problem, noting that: “the […] literature provides frequent introduction[s] and samples […] of the] practical application[s] of various methods, as well as ways of measuring [the] competitiveness of a company, region or country from both international and national perspectives. However, there is a lack of major academic […] analysis […] regarding] possibilities related to application[s] of such methods at the urban level”. Ezmale and Litavniece (2011) also emphasize that this topic has been rarely explored.

In addition to the lack of information on urban contexts, Sáez et al. (2017) warn that information obtained from secondary sources may be biased. Another quite common feature of the literature in this field is that models are applied to particular locations, making the results difficult to replicate and put into practice anywhere else. Another quite widespread limitation of these studies is that their sample is not adequate because either its size is reduced or the selected respondents were unable
<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Contribution</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serrano (2003)</td>
<td>Empirical analysis and econometric models</td>
<td>- Provided a fuller understanding of the attractiveness and competitiveness factors that lead to economic development</td>
<td>- The strong correlations between the variables in one of the econometric models led to the inclusion of fewer variables, which could obscure the real impacts of a given decision</td>
</tr>
<tr>
<td>Ezmale and Litavniece (2011)</td>
<td>Analysis of the existing empirical literature, comparative analysis, questionnaire, and factor correlation analyses</td>
<td>- Determined which factors attract businesses to specific urban areas based on the case of the city of Latgale</td>
<td>- Insufficient information was available about the urban areas in question</td>
</tr>
<tr>
<td>Bruneckiene et al. (2012)</td>
<td>Quantitative method using the Lithuanian urban competitiveness index (UCI) and empirical methods such as strengths, weaknesses, opportunities, and threats (SWOT) analysis and identification of competitive advantages and scenarios</td>
<td>- Assessed the competitiveness of cities at a national and international level using the specific case of the city of Kaunas</td>
<td>- The measurement of competitiveness at the international level showed a lack of information regarding cities and problems, making comparisons with cities in other countries challenging</td>
</tr>
<tr>
<td>Ezmale (2012)</td>
<td>Questionnaire and factor and correlation analyses</td>
<td>- Analyzed attractiveness and identified the most important attractiveness factors from residents' point of view in the Latgale region</td>
<td>- The results are highly subjective, and the sample is inadequate because it does not include all stakeholders' opinions</td>
</tr>
<tr>
<td>Litavniece (2012)</td>
<td>Analytical and synthetic methods</td>
<td>- Identified the attractiveness factors of the city of Balvi</td>
<td>- The sample size is small</td>
</tr>
<tr>
<td>Jiang and Shen (2013)</td>
<td>Principal component analysis (PCA) and equal weighting (EW) method</td>
<td>- Measured urban competitiveness using two distinct methods and comparing differences in results for various Chinese cities</td>
<td>- PCA decreases the validity of the ranking results due to: (1) the negative weights this method attributes to some indicators, evaluating competitiveness inaccurately when these indicators present extreme values; and (2) the weights assigned to each dimension, which strongly decrease the contribution of minority indicators</td>
</tr>
<tr>
<td>Singhal et al. (2013)</td>
<td>Delphi technique and multicriteria decision analysis</td>
<td>- Created a model that evaluates city competitiveness, which was applied to the specific case of United Kingdom cities</td>
<td>- The Delphi technique requires strongly motivated participants since no direct contact occurs between panel members</td>
</tr>
<tr>
<td>De Noni et al. (2014)</td>
<td>Structural equation modeling</td>
<td>- Developed a model that evaluates the factors that attract talent (i.e., investors, companies, residents, tourists, and labor) to a city, based on the specific case of Milan</td>
<td>- The attributes included in the standardized questionnaire may not be the most appropriate, and important dimensions may have been left out</td>
</tr>
<tr>
<td>Sáez and Perähré (2015)</td>
<td>Creation of a measurement scale based on a synthetic index termed UCI</td>
<td>- Assessed European cities' competitiveness and their ability to attract investment</td>
<td>- The interviewees may have possibly misunderstood the definition of some aspects</td>
</tr>
<tr>
<td>Bruneckienė et al. (2016)</td>
<td>Questionnaires</td>
<td>- Determined the attractiveness factors of cities in terms of: (1) businesses and investment; and (2) young people, as a place to work and live, based on the specific case of the cities of Alytus and Elk</td>
<td>- The sample size for one of the questionnaires is questionable</td>
</tr>
<tr>
<td>Sáez et al. (2017)</td>
<td>Use of a composite indicator</td>
<td>- Identified the key dimensions that determine cities' ability to attract businesses and investment</td>
<td>- Bias may exist in the data collected from some secondary sources</td>
</tr>
<tr>
<td>Romão et al. (2018)</td>
<td>Conceptual model based on the Global Power City Index of the Mori Memorial Foundation, which seeks to evaluate the largest cities worldwide in terms of their global competitiveness and conduct structural analysis of urban attractiveness determinants</td>
<td>- Provided a deeper understanding of the factors that attract different stakeholders, as well as the impact of urban functions on attractiveness</td>
<td>- The sample size could be improved</td>
</tr>
</tbody>
</table>
to represent the beliefs of all the targeted stakeholders. As previously mentioned, statistical models are the most popular approach in this research context, but they impose rigorous distribution assumptions, need data with specific scaling properties, and are limited in flexibility (cf. Belton & Stewart, 2002). Furthermore, the correlations identified do not necessarily involve causation, which means that modeling and analyzing complex systems requires examining cause-and-effect relationships carefully. In broad terms, the limitations presented in Table 1 can be grouped into two basic categories. The first is the unclear definition of the criteria used to evaluate urban investment attractiveness. The second category is the absence of dynamic analyses of criteria considered in the research. Acknowledging the existing general limitations is a fundamental step toward adopting new complementary approaches to overcome these problems. To fill some of the gaps detected in the existing literature, the present study applied fuzzy cognitive mapping and the SD approach. These approaches can be used to create collective cognitive maps based on specialists’ knowledge of urban investment, facilitating a better understanding of key decision criteria and their cause-and-effect relationships. In addition, this dual methodology allows for the performance of simulations to understand the consequences of a given decision for the entire system.

2. Methodological background

Problem structuring methods (PSMs) allow complex decision problems to be structured and thus more fully understood. According to Mingers and Rosenhead (2004, p. 531), “[Each PSM offers] a way of representing the situation (i.e., a model or models) that will enable participants to clarify their predicament, converge on a potentially action-oriented mutual problem or issue within it, and agree [on] commitments that will at least partially resolve it”. Some examples of PSMs are soft systems methodology, strategic choice approach, viable systems model, decision conferencing, strategic options development and analysis (SODA), and SD (cf. Belton & Stewart, 2002).

The SODA approach is perhaps the best-known PSM, which was “designed to provide consultants with a set of skills, a framework for designing [problem-]solving interventions and a set of techniques and tools to help their clients work with messy problems” (Eden & Ackermann, 2001, p. 21). Martin et al. (2010, pp. 1–2) assert that “[SODA] is essentially a way for people to outsource their different understandings of a situation. […] In other words, SODA develops a negotiated, action-oriented understanding that is usually rich enough so that [it] is obvious what has to be done and no further problem solving is needed”. As a constructivist approach to decision making, SODA is based on Kelly’s personal construct theory, and this method uses cognitive mapping as a modeling technique (Georgiou, 2012).

2.1. Cognitive mapping and fuzzy cognitive maps

Kang et al. (2004) report that cognitive mapping was introduced by Axelrod in 1976. This method is a graphical representation of “causal relationships among the elements of a given environment. It describes experts’ perceptions about the subjective world rather than objective reality” (Kang et al., 2004, p. 546). Carvalho (2013, p. 6) further suggests that cognitive mapping is a form of “express[ing] real world qualitative dynamic social systems from the viewpoint of [...] decision makers”. In more practical terms, cognitive mapping comprises the development of “ordered graphs representing concepts (i.e., the entities that are relevant for the system in question) and the relations[hips] between those concepts” (Carvalho, 2013, p. 6). This method also aims to extract useful information by identifying cause-and-effect relationships (i.e., positive or negative) between different factors.

Although cognitive maps seek to represent reality through cause-and-effect connections, Ferreira (2016) and Salmeron (2012) argue that these maps cannot incorporate the dynamics of real-life decision problems as the maps cannot quantify the intensity of the relationships. As a way to overcome this limitation, FCMs have become a well-established alternative tool to represent and analyze system behaviors. These fuzzified maps (see the example in Figure 1) are “a combination of neural networks and fuzzy logic that allows us [researchers] to predict [...] change[s] [...] in the concepts represented in causal maps” (Carvalho, 2013, p. 8).

Hanafizadeh and Alihyaei (2011) and Stach et al. (2005) state that FCMs are an extension of cognitive maps, improving the way they reflect cause-and-effect relationships. FCMs use a plus (+) or minus (−) sign to identify the type of causal link between two concepts, and a numerical value – termed “weight” or “degree of intensity” – is also assigned to the causal connections displayed on the maps. Thus, FCMs have two specific characteristics. First, cause-and-effect relationships between concepts are simultaneously represented by a plus (+) or minus (−) sign and by a number from −1 to 1 that represents the intensity of the relationships. Second, the system is represented as dynamic, allowing time-related aspects to be considered. According to Carvalho (2013, p. 8), “[FCMs are] a signed directed graph with feedback, consisting of nodes

![Figure 1. Example of an FCM about crime (source: Carvalho, 2013, p. 8)](source: Carvalho, 2013, p. 8)
and weighted interconnections. [...] The nodes of the graph stand for the concepts that are used to describe the behavior of the system. The signed and weighted arcs represent the causal relationships among concepts”.

These graphic representations allow researchers to clearly indicate and interpret causal links and, more “particularly[,] backward or forward chaining by which the analyst can determine the strength of a concept’s influence on the goals of the system” (Hanafizadeh & Aliehyaei, 2011, p. 327). In other words, FCMs are a set of nodes that depict concepts used to describe the behavior of a specific system and that can represent “an entity, a state, a variable, or a characteristic of the system” (Yaman & Polat, 2009, p. 386).

2.2. System dynamics

The SD approach first emerged with the publication of Forrester’s book “Industrial Dynamics” in 1961 (cf. Forrester, 1969). The cited author defines SD as the study of information characteristics with feedback that shows how organizational structure, policy amplification, and delays in decision making and actions interact and affect company success (Chen & Jeng, 2002). The SD method was designed to model and analyze large-scale interconnected socioeconomic systems over time (Saysel et al., 2002; Sedarati et al., 2019). Sterman (2000) adds that SD is both a theoretical perspective and a set of conceptual tools that facilitate the understanding of complex systems’ structure and dynamics.

In addition, SD is a modeling method that enables for the development of computer simulations of complex systems and a more effective application of models to design policies and organizations. Ogata (2004, p. 1) thus notes that SD “deals with the mathematical modeling of dynamic systems and responses of such systems with a view towards understanding the dynamic nature of each system and improving the system’s performance”. According to Sedarati et al. (2019, p. 1), this methodology “has the ability to capture the dynamic behavior of a complex system over time”. Saysel et al. (2002, p. 249) add that the SD approach focuses on “understanding how [...] physical processes, information flows and managerial policies interact so as to create the dynamics of the variables of interest”.

All the relationships between the systems’ different components constitute the systems’ structure. When this structure operates over time, it generates dynamic behaviors (e.g., growth, decline, and oscillations) (Saysel et al., 2002). SD is thus essentially a computer-based approach that divides systems into various parts by examining each element to study the dynamic relationships between these components and to clarify the impacts and outcomes of the same elements more comprehensively (Sedarati et al., 2019). The SD approach effectively links qualitative and quantitative models (Shepherd, 2014). Qualitative models are best constructed based on relevant stakeholder inputs and are represented most often as causal-loop diagrams (CLDs) (Shepherd, 2014). In contrast, quantitative models (i.e., SFDs, also known as stock-and-flow maps or flow diagrams) are useful when decision makers want to see quantitative results – rather than mere descriptions of systems’ structure – and dynamic hypotheses (Shepherd, 2014). CLDs and SFDs are diagramming tools used in the SD approach to represent systems’ feedback structure (Sterman, 2000).

CLD models (see the example in Figure 2) are simpler, and, as they focus on representing systems’ variables and loop structures (Chen & Jeng, 2002), these diagrams provide three benefits including “quickly capturing [...] hypotheses about the causes of dynamics” (Sterman, 2000, p. 137). In addition, CLDs offer various benefits, including “eliciting and capturing the mental models of individuals or teams” (Sterman, 2000, p. 137), and “communicating the important feedback [...] experts believe to be responsible for a problem” (Sterman, 2000, p. 137).

SFDs are more detailed (see the example in Figure 3), and they discriminate between more variables (Chen & Jeng, 2002). Saysel et al. (2002) report that these diagrams have four types of variables. The first is stock variables represented by rectangles, which are “state variables [...] that represent the major accumulations in the system” (Saysel et al., 2002, p. 250). The second is flow variables, which refer to the “rate of change in stock variables [...] that represent the activities which fill in or drain the stocks” (Saysel et al., 2002, p. 250). The third type of variable is converters represented by circles, which are “intermediate variables used for miscellaneous calculations” (Saysel et al., 2002, p. 250). The last variables are connectors represented by arrows, which symbolize “the cause and effects within the model structure” (Saysel et al., 2002, p. 250). SFDs thus

Figure 2. Example of a causal-loop diagram (source: Sterman, 2000, p. 138)
include much more information about models than CLDs do, as the former graphically depict “the relationships between stocks and flows, and [highlight...] the important difference[s] between conservative flows and information links” (Chen & Jeng, 2002, p. 4). SFDs provide a more solid basis for empirically rigorous deductions about dynamic behaviors (Chen & Jeng, 2002).

The SD approach, therefore, provides decision makers with useful information to help them make decisions, enabling these individuals to perceive the impacts that various factors have on the defined objectives (Tan et al., 2018). This information facilitates in turn strategic decision-making processes through policy analysis and scenario simulation (Wiranatha & Smith, 2000). Papachristos (2019, p. 2) observes that “SD practitioners use concepts and tools to hypothesize, test, and refine endogenous explanations of system change, and use this outcome to inform policy and decision making”. The great advantage of this approach is that it allows decision makers to deal with complex decision problems in a simple way through the cognitive, structural framework provided by this technique, which conventional techniques based on causal-linear thinking cannot provide (Zomorodian et al., 2018).

Despite all the advantages mentioned in the literature, the SD approach also has limitations. The first is that it involves various entities, which contributes to the decision-support models’ solidity but which can become a limitation because their involvement implies these entities’ willingness to contribute to producing and sustaining appropriate changes (Papachristos, 2019). Thaller et al. (2017) point out another limitation, namely, that the SD approach does not allow for investigations at an infrastructural level. However, the integration of decision-support techniques such as FCM and SD can be a key factor in a more accurate structuring of complex decision problems, thereby supporting decision makers involved in urban investment. In addition, developing diagrams and representing cause-and-effect relationships between decision criteria allows more informed and grounded decisions to be made based on a better understanding of the dynamics of decision problems. The next section presents the implementation of the proposed methodological approach.

3. Implementation

The SD approach is especially suitable for studying co-evolutionary, dynamic processes since it focuses on the complex set of feedback mechanisms or causal loops that describe the interactions between system variables (Castellacci, 2018). This focus is especially appropriate for the present study as, “since the last decade of the 20th century, cities have become among the most complex and dynamic economic, social and ecologic systems” (Bruneckiene et al., 2012, p. 256).

Decision-support models based on the SD approach allow users to understand which factors most affect a particular system or subsystem and thus which determinants are the most important in terms of urban investment attractiveness. These models even enable decision makers to identify if any subsystems stand out as having a greater or lesser influence (Zomorodian et al., 2018). The SD approach is also advantageous from stakeholders’ point of view because the model is intuitive and easy to use and apply. SD is, therefore, useful in decision making, helping city planners to select the most appropriate policies for a given urban area and to justify the measures adopted based on empirical evidence (Jiang & Shen, 2013).

3.1. Development of group cognitive structure

To address the present study’s research objectives, two face-to-face sessions were organized with experts in urban investment. According to Yaman and Polat (2009, p. 387), “using a group of experts has the benefit of improving the reliability of the final model”. These sessions required the recruitment of decision makers with relevant experience in the topic under study in order to construct first a collective cognitive map and then an FCM. To ensure a solid basis for the construction of the decision-problem model, the main objective was to form a heterogeneous panel in terms of gender, age, and experience. In this way, the panel members could contribute more varied inputs by sharing their diverse knowledge, thereby enhancing the quality of the model. As a result, 3 female and 5 male decision makers, all over 30 years old, were selected because they worked in different areas (e.g., real estate, urban planning, urban rehabilitation, and construction). The experts also represented different levels of decision making (i.e., strategic, tactical, and operational).

Although care was taken to ensure that the panel was quite heterogeneous, the goal of the group meetings was not to achieve representativeness or the ability to make generalizations but rather to maintain a strong focus on process. This approach facilitated an enriched discussion of determinants of urban investment. Bell and Morse (2013, p. 962) observe that this type of research requires “less emphasis on outputs per se and more focus on process”. Besides the panel members, two facilitators (i.e., researchers) also participated in the meetings to streamline the entire process, record the results, answer any questions, and organize the sessions.

Based on cognitive mapping techniques, this process was built on 2 face-to-face sessions with the decision makers, each about 4 hours long. At the beginning of the first meeting, each panel member was briefly presented, and then an explanation was provided of the study focus, the methodology used, and the procedures to be followed in the two sessions. This session comprised three steps, namely: (1) deciding which determinants attract urban investment; (2) creating clusters of determinants; and (3) hierarchizing the determinants by order of importance within each cluster.

The group session then started with a trigger question: “Based on your values and professional know-how, what factors and circumstances influence city attractiveness to urban investment?”. In the subsequent discussion, the
“post-its technique” (Ackermann & Eden, 2001) was applied to gather the necessary input to construct a graphic representation of urban investment determinants (i.e., the basic group cognitive map). The decision makers wrote one criterion on each post-it note and, when the determinant influences urban investment negatively, added a minus sign (−) to the upper right corner of the note (Ferreira et al., 2014; Fonseca et al., 2018). As the decision makers provided a new decision criterion, it was read aloud by a facilitator to avoid repeated criteria, stimulate further discussion, and generate other decision criteria. The decision criteria were placed on a white board in front of the decision makers.

The next step was to create clusters by allocating the criteria to the most appropriate cluster. According to Ferreira et al. (2014, p. 713), “the stickers are organized by areas of concern (i.e., clusters), and additional discussion regarding their significance should take place”. The decision criteria could be allocated to more than one cluster, but the assignment of a decision criterion to one or more clusters always depended on the panel members’ collective decision. This step also facilitated the elimination of decision criteria that were repeated by mistake. The process resulted in five clusters: (1) Characteristics of Urban Areas; (2) Sociocultural Factors; (3) Market Characteristics; (4) Infrastructure and Supporting Services; and (5) Political-Administrative Factors.

In the last step of the first session, the decision makers were asked to hierarchize the decision criteria within clusters, putting the most important criteria at the top and the least important ones at the bottom. The expert panel’s involvement in all stages of the process guided how this group session unfolded. Because of the decision makers’ commitment and willingness to share their knowledge and experience, a group cognitive map could be constructed. After the first session ended, this cognitive map was generated using the Decision Explorer software (www.banxia.com). Figure 4 shows the validated version of the group cognitive map, which was analyzed and discussed by the panel members collectively.

Figure 4. Collective cognitive map
The group cognitive map presented in Figure 4 contains 134 criteria divided into the 5 previously mentioned clusters: (1) Sociocultural Factors; (2) Characteristics of Urban Areas; (3) Market Characteristics; (4) Infrastructure and Supporting Services; and (5) Political-Administrative Factors. This cognitive structure represents the knowledge shared by the group and “focuses on […] concepts and the relationships between those concepts” (Carley & Palmquist, 1992, p. 605). Cognitive maps “facilitate the representation and communication [and] support the identification and […] interpretation of information, facilitate consultation and codification, and stimulate mental associations” (Gavrilova et al., 2013, p. 1758).

In the second session, the present cognitive map allowed the decision makers to assign values to the cause-and-effect relationships identified in the first session and to quantify their intensity. This step consisted of assigning a degree of influence to each causal link included in the initial cognitive structure, which is an essential step in constructing an FCM. The values assigned to the relationships were subsequently used to generate an SFD. Figure 5 shows the SFD that resulted from the FCM obtained during the second group session. Vensim software (www.vensim.com) was used to convert the FCM into an SFD.

The SFD enabled for the subsequent development of different scenarios and simulations. In total, 18 scenarios were created in this study in order to analyze the repercussions of possible changes in the model variables. More specifically, three types of analysis were conducted: (1) inter-cluster; (2) intra-cluster; and (3) trans-cluster.

3.2. Sociotechnical analyses of urban investment attractiveness

From the outset, three clusters stood out in the model even before any scenarios were developed, namely: (1) Market Characteristics; (2) Infrastructure and Supporting Services; and (3) Political-Administrative Factors. The expert panel assigned values of intensity to these clusters of 0.80, 1.00, and 1.00, respectively. The last two clusters were thus given the highest possible value. The remaining two clusters (i.e., Characteristics of Urban Areas, and Sociocultural Factors) were assigned lower values of 0.60 and 0.40, respectively.

The development of scenarios started with inter-cluster analysis. The objective was to understand the repercussion for urban investment if each cluster’s individual weight changed. The first scenario involved a decrease of 0.50 in each cluster. Thus, the Sociocultural Factors cluster went from 0.40 to -0.10, going from having a positive influence on urban investment to having a negative impact. The Characteristics of Urban Areas cluster went from 0.60 to 0.10. The Market Characteristics cluster changed from 0.80 to 0.30, while the Infrastructure and Supporting Services cluster shifted from 1.00 to 0.50. Finally, the Political-Administrative Factors cluster also went from 1.00 to 0.50.

The results of these changes can be seen in Figure 6, in which the orange line shows the original model’s behavior and the blue line reveals Scenario 1’s behavior based on a reduction of 0.50 in each cluster. These results support the conclusion that a decrease of 0.50 in each cluster’s weight causes a noticeable drop in urban investment.

After the inter-cluster analysis revealed the impact of cluster variations on urban investment, the next step was to conduct intra-cluster analysis. Some determinants from each cluster were analyzed to evaluate the impact of these criteria on urban investment. For each cluster, 3 scenarios were created with variations of 0.50, 0.65, and 0.75, respectively. The specific characteristics of the analyzed determinants and scenarios meant that the criteria’s variations could be positive or negative. The first 2 scenarios (i.e., variations of 0.50 and 0.65) were considered simulations of realistic situations. The last scenario (i.e., a variation of 0.75) was used to vary the five determinants in each cluster by the highest degree of intensity possible in order to determine if the impacts would be different from those of the previous scenarios. The inter-cluster analysis started with the Characteristics of Urban Areas cluster, which was assigned an intensity degree of 0.60 and a total of 31 determinants. Of these variables, 11 are negative, and their mean value is approximately −0.76. The mean of the 20 positive variables considered is 0.75.

Scenario 2 (see Figure 7) involved increasing the following determinants by 0.50: housing districts, degraded areas, and illegal urban areas. To rationalize this increase, the simulation posited measures taken by the government to improve residents’ housing areas in general. The government has decided to replace social housing, which will cease to exist as separate “neighborhoods”, integrating public buildings into pre-existing communities. This measure will reduce the negative impact of public housing and illegal urban areas since residents will no longer need to build illegally due to social housing availability. In addition, degraded areas will be regenerated to eliminate negative impacts on specific urban neighborhoods. Thus, the intensities of the selected determinants, which were attributed an initial value of −0.80 by the decision makers, were changed to −0.30. Figure 7 shows that urban investment increases under these conditions.

In Scenario 3, a decrease of 0.65 was simulated in the determinants of buildings’ aesthetic quality, architectural quality, and construction quality. Hypothetically, this scenario could be due to higher demand in the real estate market, forcing real estate agents to decrease their service quality in order to increase their profit margin. The values of these variables were changed from 0.80 to 0.15 (i.e., buildings’ aesthetic quality and architectural quality) and from 0.85 to 0.20 (i.e., construction quality). In this scenario, lower service quality in the real estate sector caused urban investment to decrease (see Figure 7), contrary to Scenario 2, in which the proposed changes triggered an increase in investment. If Scenarios 2 and 3’s changes were combined, they would cause a slight fall in urban investment since the negative impacts of Scenario 3 would be greater than the positive effects of Scenario 2.
The last scenario was developed for the same cluster as in Scenario 3. The five variables with the heaviest weight were selected, and their values were decreased by 0.75. The selected determinants were tourism, urban quality, high growth potential, and good geographical location, which each went from 1 to 0.25, and environmental quality, which decreased from 0.95 to 0.20. Figure 7 shows the repercussions of these changes for urban investment. Scenario 4’s variations made urban investment shrink more than in the previous scenario since the reduction in the variables’ weight was greater. To complete the intra-cluster analysis, similar scenarios (i.e., Scenarios 5 to 16) were performed for the other 4 clusters, using the corresponding variables. A file containing all simulations and scenarios created for the present study is available upon request.

The next step was trans-cluster analysis, in which two scenarios were developed. This analysis consisted of modifying the values of variables that belong to more than one cluster. The first scenario (i.e., Scenario 17) involved changing all these variables, decreasing them by 0.60. The altered variables were tourism and tourism attractiveness, which went from 1.00 to 0.40, and the presence of related activities and existence of complementary activities, which went from 0.80 to 0.20 and 0.90 to 0.10, respectively. Attractiveness to international students and appeal to foreign students dropped from 0.50 to −0.10 and 0.40 to −0.20, respectively, thus having a negative influence on urban investment. Finally, balance between built green areas and harmony between built green areas went from 0.45 to −0.15 and 0.70 to 0.10, respectively. This scenario caused an extremely sharp decrease in urban investment, as shown in Figure 8.

Given these results, the integrated use of FCMs and SD was confirmed as a methodology that provides decision makers with a holistic perspective on what impacts the proposed model’s decision criteria would have on urban investment. Notably, this approach does not seek to find optimum solutions. Instead, it can serve as a learning mechanism that enhances decision makers’ knowledge about urban investment as a complex decision problem.

3.3. Consolidation, discussion, and recommendations

The consolidation stage consisted of meeting with a competent, external expert on urban investment, who was willing to analyze the framework and provide feedback on the results. The selected interviewee is currently the vice-president of the Portuguese Association of Real Estate Developers and Investors.

The consolidation session had four objectives. The first was to present the topic and methodology adopted, with special attention paid to explaining the methodology since most people are unaware of FCMs and SD. The second objective was to ask the expert to give his opinion of the chosen method and results obtained. The third objective was to elicit feedback on the advantages and limitations of the proposed model. The last objective was to understand what would be required to put the model into practice.

Regarding the methodology adopted, the expert was initially surprised as he was unaware of any methods
that could simplify – especially visually – such a complex problem or facilitate the simulation of various scenarios reflecting given realities. These could be perceived as external and internal by users. Given the innovative nature of the methodology, especially in terms of its application to urban investment, the interviewee commented that the model “could be very useful in the future from the point of view of not only city councils in urban areas, whose objectives include attracting investment, but also real estate developers and investors” (in his words).

With regard to the model and its variables, this vice-president agreed overall with the decision criteria and cause-and-effect relationships identified. However, he thought that the weight of some clusters could perhaps be adjusted. The decreasing order of cluster influences on urban investment, as attributed by the expert panel, was Sociocultural Factors, with an intensity of 0.60; Characteristics of Urban Areas, with a value of 0.60; Market Characteristics, with 0.80; and Infrastructure and Supporting Services and Political-Administrative Factors, both with intensity degrees of 1.00. The interviewee suggested – although without mentioning specific values – that the Political-Administrative Factors cluster is the most important, followed by Market Characteristics, Sociocultural Factors, Infrastructure and Supporting Services, and Characteristics of Urban Areas. Apart from this input, he clearly accepted and corroborated everything else. The expert perceived the model as being “quite interesting and unusual” (also in his words). He also concluded, after the scenarios were explained, that the ability to reflect the dynamics of different variable behaviors over a given period could be the model’s main advantage.

This interviewee further pointed out that relying on a panel of experts makes perfect sense for the topic under study as they know the most about the subject, while including the general population would make no sense even though some studies reviewed in the literature have done this. Finally, he mentioned “that the model can be adapted to specific contexts is an asset that ensures it has practical applications and arouses a larger number of entities’ attention” (again, in his words).

Regarding the model’s applicability, the vice-president identified a limitation, namely, that the model needs to be more intuitive and user-friendly and less complex than the version generated by the Vensim software. Creating the model based on a similar but simplified, user-friendly platform would be a substantial improvement.

Overall, the interviewee was extremely interested in the proposed model, fully supporting its transposition into the relevant market as it could provide added value to the various entities that could gain advantages from its applications. To integrate the model further into current practices, he even suggested that it could be a future PropTech, that is, a startup that focuses on offering real estate products with a strongly innovative technological component.

Conclusions

Cities comprise complex systems at various levels (e.g., economic, social, and ecological) (Brunecienne et al., 2012), and urban investment has major impacts not only regionally but also nationwide. Thus, urban planners must have an evaluation model that is, in particular, useful at the strategic planning level because this tool will facilitate greater awareness of the factors relevant to decision making. Decision makers can also have a better idea of the impact of their decisions on urban investment. Given the complexity of the system under study, not just any kind of methodology could be used to analyze the system consistently. Therefore, a combination of methodologies (i.e., fuzzy cognitive mapping and SD) was chosen to address some limitations of previous studies identified in the literature review.

Despite a growing awareness that urban investment is extremely important and that it has significant impacts, few authors have analyzed the factors attracting investors to cities. The existing studies analyzed are limited in scope because their focus is not so much on determining the factors contributing to cities’ ability to attract urban investment but rather on analyzing urban competitiveness, which is different from the current study’s focus. Another limitation of the extant research is that it has mostly been conducted in specific locations, making the data gathered difficult or impossible to extrapolate to other realities as this would imply conducting new studies in each urban area. In addition, some research has depended on a small sample, without using experts with knowledge in relevant fields, which also limits the existing studies’ results.

Given the shortcomings of the studies analyzed, our framework focused on filling some of these gaps. This was done, first, by recruiting a heterogeneous panel of experts to develop a comprehensive cognitive map of the decision problem. This procedure improved the quality of the resulting information compared to most samples used by prior studies, which were mostly made up of local residents. The second improvement was to apply the fuzzy cognitive mapping and SD methodologies to facilitate the replication of this research in other regions as needed. The third procedure was to seek to understand the cause-and-effect relationships between determinants rather than just identify them. The last improvement was that the proposed framework allows urban planners to predict the impacts of changing variables on urban investment. The proposed approach can also facilitate a fuller understanding of the complex decision problem under study due to its use of graphical visualizations.

Throughout this study, the results supported the conclusion that, as predicted, the combination of fuzzy cognitive mapping techniques and SD is useful in analyses of urban investment determinants. The research focused on elaborating a model capable of representing the determinants of city attractiveness to urban investors and their cause-and-effect relationships, which facilitates a deeper understanding of the decision criteria’s behavior.
over time. In addition to simplifying the decision problem at hand, the methodology adopted in this study works as a decision-support tool, especially in strategic planning of urban centers, making the entire process more transparent and informed.

Nevertheless, despite the limitations this approach is able to eliminate, the proposed methodology also has its shortcomings. These are due to the idiosyncratic nature of the constructed model, which means the results depend on the context in which the research is conducted (i.e., on participants in panel discussions and the study’s location). Different participants in group sessions may mean another model will be developed due to each human’s inherent subjectivity. However, the present expert panel’s heterogeneity facilitated a representation of relevant stakeholders’ general ideas about urban investment. The specificities of each individual expert were not important enough to have a major impact on the final results and thus on the model of urban investment determinants. The region under study may, nonetheless, cause greater disparities in the perceived impacts on urban investment, which would be the result of the different environments involved. In this case, the model created can still be applied with the appropriate adjustments, which depend on the specific context in which the model is to be used.

Since the model is idiosyncratic and it depends on the context in which it was developed, future research could replicate the procedures followed in other locations and with other experts so that the model can be adjusted to fit new realities. More differences in the impacts on urban investment might be detected if this study is replicated in urban areas in other countries. Further research may also consider performing a larger number of scenarios and simulations since this could lead to other conclusions. Additional studies may want to check whether the evidence shows that, the greater a cluster’s number of determinants, the more diluted its implications will be for the decision-making process. Any insights that add to the empirical robustness of this field of research will always be welcome.
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