FIRMS’ EXPORT PERFORMANCE: A FRACTIONAL ECONOMETRIC APPROACH
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Abstract. Export activities have become crucial to firms’ competitiveness, with determinants of export performance being a challenging field of research, since there is no consensus regarding the explained and explanatory variables or on the econometric methods to be used. Using a panel data of Portuguese wine firms, this paper aims to contribute to this debate, combining both resource- and institutional-based views of the firm. This paper tries to overcome the methodological hurdle, addressing sample selection issues and considering the fractional response nature of export performance. Given the pros and cons of each econometric approach, the Heckman selection model, the fractional probit model and the two-part fractional response model are estimated, and the results compared. From a public policy perspective, the results show that policies that promote wine firm size, labor productivity and wine promotion in third countries have a positive impact on export performance at firm-level. Age does not appear as a key factor on the internationalization of Portuguese wine firms.
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Introduction

During the last four decades, globalization led to structural changes in most industries, presenting both challenges and opportunities to firms, who need to adapt in order to survive, grow and be competitive in the international market (Mais & Amal, 2011; Paul et al., 2017). Considering this, export activities have become crucial to firms, as they may boost sales, market power and, consequently, enhance profitability and competitiveness (Chen et al., 2016;
Maurel, 2009; Paul et al., 2017). Therefore, research has been focused on explaining firms’ export performance, its determinants and how exports relate to firm performance (Chen et al., 2016; Sousa et al., 2008).

Export performance is typically analysed through export intensity, a ratio between export sales and total sales, thus assuming values in the interval [0, 1], which expresses two firm strategic decisions. First, the decision of whether to be present in external markets, i.e. export propensity, measured by the dichotomous variable 0 or 1. Then, the second decision, how much to export, measured by the export intensity continuous variable [0, 1]. Neither strategic decisions are dissociable, since firms do not decide whether to export and how much to export separately: indeed, the decision to export is usually followed by purchase orders or customer requests.

Although the research into firms’ export performance is widely spread, with different explained variables and methodologies used, there is no convergence either in the results or in the econometric methods to be used to address this issue (Chen et al., 2016), suggesting additional research. Therefore, this paper aims to contribute to this debate, providing results supported on robust approach and that can be useful for public policy and also for firm managers. The choice of performing export at the firm level in detriment of “average” or macroeconomic aggregates in is line with the literature that favors the use of micro-data for deriving more robust estimators basing policy making (EC, 2014), given the heterogeneity of performance between industries and within firms in the same industry. The econometric tools also be fit well the “production technology” assumed as well as the correspondent data.

Therefore, the innovation of this paper is focused on the application of new econometric approaches in order to contribute to a better understanding of export performance, providing unbiased and reliable insights.

Export performance is analysed from a combined resource-based view (RBV) and institutional-based view (IBV), and sample selection issues are addressed considering the fractional nature of the dependent variable. Thus, using data from the Portuguese wine industry, this paper applies (i) a two-step Heckman selection model, (ii) a fractional probit model and (iii) a two-part fractional response model, including the analysis of the pros and cons of each approach and interpreting and comparing the results.

The wine industry offers a solid example of a true global market, encompassing most features of a monopolistic competition structure, namely (i) the existence of a large number of firms with limited control over price-output; (ii) product heterogeneity; (iii) asymmetric information; and (iv) freedom to enter or exit the market (D’Aspremont et al., 1996; Parenti et al., 2017). Within the wine industry, both supply and demand sides have changed significantly worldwide. The supply side has registered increased competition, due to the entrance and rapid growth of new entrants in the market, the so-called ‘New World’ producers (Menghini, 2015). On the demand side, new substitute products and lifestyle changes have led to an overall decrease in consumption of Old World wine, compensated by the increase of consumption in emerging and new markets (Hammervoll et al., 2014; Menghini, 2015).

In order to achieve the main goal, besides this introduction the paper is organized as follows: section 1 provides an overview of the literature regarding export performance; section 2 presents and explains the econometric approaches used; section 3 presents data and results. The last section sets out the main conclusions and policy implications of the findings.
1. Literature review

Using the theory of the firm, the relationship between exporting activities and firm performance has been the object of a wide number of studies by scholars and researchers. Chen et al. (2016) state the resource-based view (RBV), the institutional-based view (IBV), the contingency theory (CT) and the organizational learning theory (OLT) as being the most prominent perspectives to explain this relationship.

The RBV is the most widely used theory in this field, stating that firms operate over a unique set of resources, tangible or intangible, and that these internal and controllable resources determine firms’ performance (Barney et al., 2001; Chen et al., 2016; Helfat & Peteraf, 2003; Wernerfelt, 1984). Thus, the RBV suggests that disparities in export performance derive from competitive advantages (or disadvantages) determined by each firm set of internal resources (Barney, 1991; Lorenzo et al., 2018). Although firms’ resources might play a crucial part explaining competitive advantages and export performance, it seems reasonable that it is also influenced by both market dynamics and institutional environment (Mais & Amal, 2011; Peng et al., 2008).

The IBV focuses on the institutional factors, suggesting that the institutional environment faced by firms acts as a moderating effect, shaping firms’ strategic decisions, and therefore export behaviour, consequently determining firms’ export performance (Mais & Amal, 2011; Peng et al., 2008; Sousa et al., 2008).

The CT, on the other hand, highlights the importance of context compatibility regarding firms’ strategic decisions. This approach states that the performance of exporting firms depends on how firms can co-align their internal resources/capabilities with the institutional environment (Harrigan, 1983; Hultman et al., 2011). Thus, depending on the environmental contexts, the same strategies may result in different export performances (Robertson & Chetty, 2000). Finally, the OLT refers to the importance of the learning effects on strategic decisions, i.e. organizations learn from past activities/decisions, which improve their knowledge on strategies and surrounding conditions, thus having a moderating effect on future activities (Santos-Vijande et al., 2012).

According to Chen et al. (2016), the strategic decisions regarding exports are mainly based on the firms’ resources, management characteristics and external forces. The collusion of these factors directly influences export performance, its determinants being explained by combining both firm-level resources and country-level institutions, i.e. the RBV and the IBV perspectives.

Regarding applied research on export performance, most papers focus on two main moments of export strategic decision, specifically export propensity (usually measured with a binary variable) and export intensity (fractional variable) as dependent or explained variables (Antonietti & Marzucchi, 2014; Anwar & Nguyen, 2011; Behmiri et al., 2019; Fernández & Nieto, 2006; Ganotakis & Love, 2012; Lee et al., 2009; Lu et al., 2009; Singh, 2009; Wang et al., 2017, 2013; Yi et al., 2013). Table A1 in Appendix includes an overview of these studies, including authors, theoretical perspective (RBV or IBV), explanatory variables, econometric method and main results.

With regard to the internal characteristics and resources in most of the studies, firm size and export experience (Chen et al., 2016; Fan et al., 2019; Sousa et al., 2008) are usually iden-
tified as positive determinants of export performance. The main support for this result is that larger, experienced firms have more available resources, taking advantage of scale economies and benefiting from higher market power (Chen et al., 2016).

Other studies (Lee et al., 2009; Wang et al., 2013) focus on the effects of firm individual capabilities, such as research and development (R&D) or technological orientation on export performance, finding positive links between these capabilities and export intensity. Onkelinx et al. (2016) argue that labour productivity and investments in human capital are crucial to Small and Medium-sized Enterprises (SMEs) internationalization success. Brakman et al. (2019) mentioned the importance of productivity and internal characteristics regarding the decision to export. Lopez-Rodriguez et al. (2018) also state that advanced training and skilled workers can improve firms’ export performance. Fernández and Nieto (2006) analysed the type of ownership, finding evidence that family-owned firms are less likely to export. Firms’ financial situation is also usually stressed as an important issue to firms’ performance and consequently, definition of strategies. Firms’ capital structure is another internal factor driving economic performance, and consequently firms’ strategy regarding approaching external markets (Burgman, 1996; Delen et al., 2013; Gonenc & de Haan, 2014; Le & Phan, 2017). Although there is no consensus on how capital structure influences export performance, Gonenc and de Haan (2014) refer to the impacts of leverage, as Delen et al. (2013) state that net profit margin is one of the most important indicators to assess overall firm performance.

The IBV perspective is also stressed in applied research. Several papers studied the effects of different institutional environments on export propensity and intensity. Anwar and Nguyen (2011) found that foreign direct investment in the home country impacts firms’ decision to export. On the other hand, Yi et al. (2013) argue that the institutional environment has a moderating effect on exporting activities, following the same line with Lu et al. (2009), who stated that export intensity is higher when the institutional environment is conducive. Other studies focused on how institutions may shape firms’ export performance. Wang et al. (2017) analysed the effects of export promotion programmes, namely financial-aid programmes, and found that these have an enhancing power, helping firms to boost their export performance. Similarly, Malca et al. (2019) stressed that experience from export promotion programmes positively impacts SMEs export propensity and overall export performance. These findings are corroborated by other authors (De Falco & Simoni, 2014; Leonidou, 2004; Munch & Schaur, 2018).

Regarding the econometric methods used, there is a fragmentation, depending on the type of the dependent/explained variable used. While some authors separate export propensity from export intensity (Fernández & Nieto, 2006; Munch & Schaur, 2018), others focus on models for censored variables (Lopez-Rodriguez et al., 2018; Lu et al., 2009; Wang et al., 2013) when trying to explain export performance. Sample selection issues are also addressed (Krammer et al., 2018; LiPuma et al., 2013). The divergence of results according to the approach used seems to demand more empirical research, the application of new econometric approaches remaining a challenge when analysing export performance (Chen et al., 2016).
2. Econometric approach

In applied research (see Table A1 in Appendix A), export performance is usually measured as the share of export sales on total turnover (Chen et al., 2016). Thus, emerges a fractional response variable, filling the condition $0 \leq y \leq 1$, whereas a value of $y = 0$ represents non-exporters. Therefore, considering $\theta$, a vector $x$ of $k$ covariates, which are to explain the dependent variable, the focus is on estimating the mean response of $y$, thus estimating $E(y|x)$. Consequently, the linear specification $E(y|x) = x\theta$ becomes inconsistent, since it assumes a linear effect of explanatory variables on the predicted value of $y$, which can drive predicted values outside the boundaries $[0, 1]$, and may produce meaningless outcomes, with no valid interpretation, including of the marginal effects.

As referred by Chen et al. (2016), several studies separate export propensity and export intensity as variables of interest, modelling export propensity as the decision to export and export intensity as the decision on how much to export. However, modelling export intensity considering only firms who export may induce sample selection bias. Heckman (1979), in his seminal paper, stated that sample selectivity occurs when the selection into the observed sample is not random. Thus, excluding non-exporters and estimating export intensity with exporters only, may induce selectivity bias. In order to correct this sample selection bias, Heckman (1979) proposed the sample selection model, defined by

\[ y_i^* = x_i'\beta + u_i; \]
\[ z_i = I(w_i'\gamma + \varepsilon_i > 0); \]
\[ y_i = z_i y_i^*, \]

where $x_i'$ denotes the independent observed variables\(^1\) influencing the latent outcome $y_i^*$, and $u_i$ defines the error term in the regression Eq. (1). $z_i$ is the selection equation, in this research an observed binary variable indicating whether a firm is exporting ($z_i = 1$) or not ($z_i = 0$), with explanatory variables given by $w_i'$, whereas $\varepsilon_i$ is the error term of the selection Eq. (2). Therefore, $y_i$ is observed when $z_i > 0$, as in Eq. (3). In this model, both $u_i$ and $\varepsilon_i$ capture the aggregated effects of the unobserved terms and are assumed to follow a conditional bivariate normal distribution, expressed by

\[
\begin{pmatrix}
  u_i \\
  \varepsilon_i
\end{pmatrix}
| x_i, w_i \sim N
\begin{pmatrix}
  0 \\
  0
\end{pmatrix},
\begin{pmatrix}
  \sigma_u^2 & \rho \\
  \rho & 1
\end{pmatrix},
\]

where $\rho$ is the correlation coefficient between $u_i$ and $\varepsilon_i$. Thus, when $\rho \neq 0$, the estimation might suffer from sample selection bias. To overcome bias, the Heckman selection model

---

\(^1\) In a two-step procedure, it is recommended to include an additional explanatory variable in the selection equation. In this paper, net profit is used. Delen et al. (2013) refer to the importance of net profit margins to firms’ profitability and consequently, strategic decisions. Additionally, other authors (Nam et al., 2018) also used profitability measures in two-step Heckman estimates, finding a negative relation between them and export propensity in the selection equation.
calculates and introduces the inverse Mills’ ratio\(^2\) into the regression equation, allowing for unbiased results.

The main drawback of the Heckman sample selection model is that since the regression equation (Eq. (1)) assumes a linear relationship between the regressors and the dependent variable, consequently, it may produce predictions outside the meaningful [0, 1] interval. Additionally, the Heckman selection model requires normality to hold. Moreover, the model does not solve for neglected heterogeneity, making the interpretation not straightforward. The sample selection model also requires the specification of an exclusion restriction, i.e., a selection equation that includes a regressor that is exogenous to the main equation. This procedure allows the normality assumption to hold, as it acts as an instrumental variable, correcting possible bias arising from applying the Inverse Mill’s ratio to endogenous covariates.

In order to overcome this drawback, a fractional response variable ought to be estimated through an alternative econometric approach, ensuring that \(E(y' \mid x)\) lies on the meaningful interval [0, 1], and that the estimation produces consistent and unbiased results.

Tobit models are often used as an alternative approach (Lopez-Rodriguez et al., 2018; Lu et al., 2009; Wang et al., 2013), but they usually are used when there are observations in both limits of the interval [0,1], which is rarely the case. In addition, observations in the boundaries represent individual choices and strategies, not censoring (Ramalho et al., 2011). Furthermore, Tobit models requires normality and homoscedasticity of the dependent variable to hold.

Papke and Wooldridge (1996), in their seminal paper, proposed another solution, through the estimation of

\[
E(y_i \mid x_i) = G(x_i \theta), \tag{5}
\]

where \(G(\cdot)\) is a known function satisfying \(0 \leq G(z) \leq 1\) for all \(z \in \mathbb{R}\), thus ensuring the predicted values of \(y\) lie in the [0, 1] interval. In applied research, two main solutions for \(G(\cdot)\), as a cdf, are typically used, namely the logistic function, \(E(y \mid x) = \frac{e^{x \theta}}{1 + e^{x \theta}}\), (fractional logit) and the standard normal distribution function, \(E(x \mid y) = \Phi(x \theta)\) (fractional probit), which ought to be estimated through non-linear techniques.

The quasi-maximum likelihood (QML) method is suggested to estimate \(\theta\) in Eq. (5), given by

\[
\hat{\theta} = \arg \max_{\theta} \sum_{i=1}^{N} LLi(\theta). \tag{6}
\]

This QML method is based on the Bernoulli log-likelihood function, which is defined by

\[
LLi(\theta) = y_i \log \left[ G(x_i \theta) \right] + (1 - y_i) \log \left[ 1 - G(x_i \theta) \right]. \tag{7}
\]

---

\(^2\) The inverse Mill’s ratio, named after John P. Mills, is the ratio of the probability density function over the cumulative distribution function, which is given by \(\lambda_i = \frac{\phi(z_i \gamma)}{\Phi(z_i \gamma)}\), where \(\phi\) denotes the standard normal density function (pdf) and \(\Phi\) denotes the standard normal cumulative distribution function (cdf).
Papke and Wooldridge (2008) developed the panel data extension of this model, given by

\[ E(y_{it} | x_{it}, \alpha_i) = \Phi(x_{it} \beta + \alpha_i), \quad t = 1, \ldots, T, \]  

which allows to capture the effects of neglected heterogeneity. This non-linear approach allows the estimation of Eq. (5), producing meaningful and consistent results.

However, since the (non-linear) estimation of the conditional mean, through fractional logit or fractional probit models, only apply well when few observations are in the boundary levels. Ramalho et al. (2011) argue that when the number of boundary observations is large, two-part models are often a superior solution. Moreover, the use of two-part models solves sample selectivity issues by estimating separately the binary and continuous components of the dependent variable. In two-part models, the discrete component is estimated through a binary model (the first part), while the continuous component, is estimated as a fractional regression model (second part).

Thus, following Ramalho et al. (2011) the first part of this model is defined by a standard binary choice model, modelling the probability of observing a positive outcome,

\[ y^* = \begin{cases} 0, & y = 0 \\ 1, & y \in (0,1) \end{cases}; \]

\[ P(y^* = 1 | x) = E(\{y^* | x\}) = F(x_{1P}), \]  

where \( F(\bullet) \) is the distribution function, usually the logistic function or the standard normal. In export behaviour, this models the probability of exporting, i.e. export propensity.

The second part of this model considers only the positive outcomes in Eq. (8) and models the magnitude of non-zero outcomes. In export behaviour, this means taking exporters only and modelling export intensity. The second part may be defined by

\[ E[\{y | x, y \in (0,1)\}] = M(x_{2P}), \]  

where \( M(x_{2P}) \) may be estimated through the QML method. Considering Eqs. (10) and (11), and following Ramalho et al. (2011) \( E(y | x) \) is defined by

\[ E(\{y | x\}) = E[\{y | x, y \in (0,1)\}] \times P[\{y \in (0,1) | x\}] = M(x_{2P}) \times F(x_{1P}). \]

Considering the fractional response nature of the variable of interest, the quantity of boundary observations, as well as the sample selectivity issues, this two-part model approach produces meaningful and consistent results.

Regarding the economic interpretation of the estimations, it is important to point out that the focus of the three approaches is on estimating \( E(y_i|x_i) \), which leads to computing and understanding the partial effects of the regressors on the expected value of the dependent variable. The average marginal effects (MEs) in the Heckman selection model (Saha et al., 1997) are given by

\[ ME_{X_k} = \frac{\delta E[y_i | z_i^*>0]}{\delta x_k} = \beta_k - \gamma_k (\rho \sigma_f) \delta_1(h_u), \]  

(13)
where $X_k$ denotes the vector of regressors; $\beta$ the associated parameters and considering that $\lambda(\alpha_u)$ refers to the parameter of the inverse Mills ratio (therefore meaning $(\alpha_u) = -w'_i\gamma$).

In the fractional probit of Papke and Wooldridge (2008) the average MEs for continuous $X_j$ are given by

$$ME_{X_k} = \frac{\delta E[y_{it} | X_{it}, \alpha_i]}{\delta X_k} = \beta_k \phi(X_{it}\beta + \alpha_i),$$

where $\phi$ denotes the standard normal conditional distribution function. In the two-part model for fractional response variable, the average MEs are given by

$$ME_{X_k} = \delta E(y_i | x_i) = \delta M(x_i\beta_2 P) F(x_i\beta_1 P) + \frac{\delta F(x_i\beta_1 P)}{\delta X_k} M(x_i\beta_2 P).$$

The average MEs for dichotomous explanatory variables are given by the difference of the adjusted predictions,

$$ME_{X_k} = \delta E(y_i | x_i) = Pr[y_i | x_{ik} = 1] - Pr[y_i | x_{ik} = 0].$$

Summarizing, each econometric approach seems to present both pros and cons. Therefore, in order to analyse the robustness of the results, the use of different econometric approaches seems to be desirable.

3. Data and results

3.1. Data

As referred in the introduction, in this paper, firms' export performance is analysed using data on the Portuguese wine industry. Considering the firms operating in this market may be divided into (i) grape-growers, who produce and sell grapes; (ii) merchants, i.e., firms selling wine, without producing; (iii) producers, i.e., those firms who produce and sell wines. Considering technological homogeneity of the sample, this paper includes only firms in the third category. The data sources are the official fiscal reports (Informação Empresarial Simplificada – IES) of Portuguese firms that produce still and liquor wines, included in the 11021 NACE (statistical classification of economic activities of the EU or Nomenclature statistique des activités économiques dans la Communauté Européenne) for the years 2014, 2015 and 2016.

After a screening, with data availability from all variables at all time points as the main selection criteria, the final sample consisted of a balanced panel of 412 wine-producing firms from all over the country. Therefore, the sample comprised 1236 observations, covering a 3-year period.

Based on the literature review presented in section 2, the RBV variables included in the econometric analysis are firm size, firm age, labour productivity and debt capacity ratio. In order to also incorporate the IBV perspective, a dummy variable was added to control for the benefits of public funding and the country-wide level of exports, control-
ling for the dynamics of export activity. It is important to notice that the included variables are result of a random sample. Table 1 includes the list of variables used, their role and their definitions.

Table 1. List of variables

<table>
<thead>
<tr>
<th>Role/Variable</th>
<th>Definition/Computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variable</td>
<td></td>
</tr>
<tr>
<td>Export Performance</td>
<td>Export turnover / Total turnover</td>
</tr>
<tr>
<td>Explanatory Variables</td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>Total turnover</td>
</tr>
<tr>
<td>Age</td>
<td>Years since foundation</td>
</tr>
<tr>
<td>Productivity</td>
<td>Gross value added / number of employees</td>
</tr>
<tr>
<td>Beneficiary</td>
<td>Dummy variable (1 if firm benefits from public funding for promotion in third countries; 0 otherwise)</td>
</tr>
<tr>
<td>Control Variables</td>
<td></td>
</tr>
<tr>
<td>Debt Capacity</td>
<td>Equity / (Equity + Long-term debt)</td>
</tr>
<tr>
<td>Exports PT</td>
<td>Total exports of goods and services (Portugal)</td>
</tr>
<tr>
<td>Selection Variable</td>
<td></td>
</tr>
<tr>
<td>Net Profit</td>
<td>Net profit (or loss) for the year.</td>
</tr>
</tbody>
</table>

Table 2 displays the descriptive statistics for the whole data sample. It is noticeable that in all three years analysed, exporter firms outnumber non-exporters, meaning that the Portuguese wine industry is, generically, an exporter industry. Moreover, nearly 60% of the firms are exporters, with an average export intensity of 17.8%. The mean value for firm turnover (size) was 2,425,462€. The average firm age of this sample is 21 years, with the youngest being 3 years old and the oldest firm 117 years old. Regarding productivity, the average input per employee, in terms of gross value added, is 32,273.27€. With regard to firms' financial situation, debt capacity is a long-term indebtedness indicator. It varies from 0 to 100%, with 0 suggesting that firms' have exhausted their borrowing power, and 100% meaning it is fully available. Thus, in this sample, the mean is nearly 59%, which indicates a solid financial situation across the sample. The dummy 'beneficiary' shows which firms have benefited from public funds regarding promotion in third countries, thus evaluating public policies regarding promotion of exports. In this sample, nearly 16% of firms have, in any moment, benefited from any public fund to promote in third countries.

The variable 'exports PT', i.e. the total of Portuguese exports, is considered in order to assess the impact of the country-wide exporting dynamic in firms' export performance. In the period analysed, Portugal's exports grew by 10.84%, which means an average annual rate of 5.3% and implies a positive dynamic in the period under analysis.

Net profit, a sample selection variable used to solve econometric issues in the two-step Heckman selection model, has an average of 170,709 euro, with a large spectrum between a minimum of –1,568,700 euro and a maximum of 13,175,734 euro.
In order to verify the possible existence of collinearity between explanatory variables, the variance inflation factor (VIF) statistic was calculated. By rule of thumb, 10 takes on a critical value for the presence of multicollinearity, thus, as presented in Table 3, the presence of multicollinearity can be dismissed.

The linear relationships between pairs of explanatory variables are also addressed through the Pearson correlation values. Thus, Table 4 displays the pairwise Pearson correlation matrix. It is worth noting the only-positive nature of the correlations, as well as their small magnitudes, implying that it is not advisable to exclude any of the variables considered.

Taking into consideration the methods described in sections 2 and 3, the econometric approach in this paper relies on the expected value of export intensity, given a set of regressors. Thus, the general form of the estimated models is given by

$$E(y_{it} | x_{it}) = x_{it}' \beta + u_{it},$$

\(^3\) For the dummy variable ‘beneficiary’, the output is the point-biserial correlation, due to the dichotomous nature of the variable.
where $y_{it}$ is the export performance of firm $i$ in year $t$ and $x_{it}'$ is the matrix of the regressors. Unfolding this matrix, regarding the explanatory variables included, the main equation yields

$$E(y_{it} | x_{it}') = \beta_0 + \beta_1 \text{Size} + \beta_2 \text{Age} + \beta_3 \text{Productivity} + \beta_4 \text{Debt Capacity} + \beta_5 \text{Beneficiary} + \beta_6 \text{Exports PT} + u_{it}.$$  

(18)

With regard to the application of the econometric methods detailed in the previous section, the equation was adapted in each model used, in accordance with the Eqs. (1), (8) and (12).

### 3.2. Results

Table 5 displays the estimation outputs for all the three models estimated, i.e., the two-step Heckman selection (Heckman, 1979), the fractional probit, following Papke and Wooldridge's (2008) non-linear panel data procedure, and the two-part model for fractional response variables, proposed by Ramalho et al. (2011).

Table 5. Results of the estimated models

<table>
<thead>
<tr>
<th>Variables</th>
<th>Two-step Heckman (Main equation)</th>
<th>Fractional Probit</th>
<th>Two-part Fractional Logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>$0.00022 **$ $(0.00011)$</td>
<td>$0.00075$ $(0.00046)$</td>
<td>$0.00074$ $(0.00071)$</td>
</tr>
<tr>
<td>Age</td>
<td>$0.00068$ $(0.00064)$</td>
<td>$0.00065$ $(0.00211)$</td>
<td>$0.00090$ $(0.00337)$</td>
</tr>
<tr>
<td>Productivity</td>
<td>$0.00476 **$ $(0.00191)$</td>
<td>$0.00743 ***$ $(0.00150)$</td>
<td>$0.01450 ***$ $(0.00450)$</td>
</tr>
<tr>
<td>Debt Capacity</td>
<td>$0.09407 **$ $(0.05486)$</td>
<td>$0.53625$ $(0.09243)$</td>
<td>$0.22205$ $(0.23556)$</td>
</tr>
<tr>
<td>Beneficiary</td>
<td>$0.28860 **$ $(0.14231)$</td>
<td>$0.72588 ***$ $(0.10015)$</td>
<td>$0.54714 ***$ $(0.16066)$</td>
</tr>
</tbody>
</table>

Note: ***, ** and * denote significance at the 1%, 5% and 10% level, respectively.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Model</th>
<th>Two-step Heckman</th>
<th>Fractional Probit</th>
<th>Two-part Fractional Logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exports PT</td>
<td></td>
<td>0.00002 ***</td>
<td>0.00004 ***</td>
<td>0.00007 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.81e-06)</td>
<td>(5.19e-06)</td>
<td>(0.00001)</td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td>-1.14020 ***</td>
<td>-3.85664 ***</td>
<td>-6.31739 ***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.380245)</td>
<td>(0.36114)</td>
<td>(0.723671)</td>
</tr>
<tr>
<td>(Selection equation)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>0.00597 (0.00269)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.00373 (0.00269)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productivity</td>
<td>0.02111 * (0.11681)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Debt Capacity</td>
<td>0.24763 ** (0.11187)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beneficiary</td>
<td>1.38699 *** (0.18162)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exports PT</td>
<td>5.83e-06 (0.00001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net Profit</td>
<td>-2.97e-07 *** (9.93e-08)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.65486 (0.92369)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N = 1236 (censored: 499)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald: $\text{Ch}_1^2$ = 30.17 ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lambda</td>
<td>= 0.30812 **</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: ***, ** and * denote significance at the 1%, 5% and 10% level, respectively. Standard errors are presented in parentheses.

Regarding the estimation results, all three models produce similar results in terms of statistical significance and signal of the explanatory variables. The variables ‘productivity’, ‘beneficiary’ and ‘exports PT’ have positive and significant impact on the dependent variable, export performance. This consistency across the models signals the robustness of the results.

Good econometric practices recommend that when applying a two-step Heckman selection model, one must include at least one additional explanatory variable in the selection equation. Thus, net profit for the year was included. Regarding the results of the Heckman selection model, the lambda, $\lambda$, which is the product of the coefficient of correlation between the error terms of the main equation and selection equation, $\rho$, and the standard deviation of the error term in the main equation, $\sigma_u^2$, thus $\lambda = \rho \times \sigma_u^2$. In the two-step procedure, testing the significance of $\lambda = 0$ is equivalent to testing for $\rho = 0$ (Baum, 2006; Jones et al.,
Considering this, the rejection of the null hypothesis of $\lambda = 0$ indicates the presence of non-random selectivity, thus confirming sample selection bias within this sample. The presence of sample selection bias demonstrates that export intensity (continuous variable) should also reflect propensity (dichotomous variable), therefore should be jointly analysed. As described in section 3, the main drawback of the Heckman selection, however, is that it assumes a linear relationship between the explained and explanatory variables. In fact, through the computation of the linear predictions of $y_i$, it is shown that some predicted values lie outside the meaningful interval of $[0, 1]$, namely 365 of the 1236 observations. Thus, despite the robustness in terms of overcoming sample selection bias, the mean values of $E(y_i | x_i)$ are influenced by this linear assumption and the magnitudes of the impacts of explanatory variables are undervalued.

The results of the panel data fractional probit, estimated through the QML method, reveal that this approach improves the individual significance and magnitude of the coefficients, except for variable size. Moreover, this model captures the effects of heterogeneity, revealing the importance of individual factors to the coefficient results. Despite the superior explanatory capacity, the fractional probit model does not solve the sample selection bias, previously identified and confirmed in the Heckman estimation. Therefore, a comparison of the models is not possible with a meaningful economic sense.

Thus, the two-part fractional response model arises as the most robust model, overcoming sample selection bias on the one hand, and ensuring the predicted values of $E(y_i | x_i)$ lie on the meaningful interval $[0, 1]$ on the other. The robustness of the two-part fractional response model was assessed through the Ramsey RESET test (Lee et al., 1993; Ramalho et al., 2011). The results do not reject the null hypothesis, therefore confirming that the model is well specified. Additionally, the goodness-of-fit link tests (Ramalho et al., 2011, 2014) were performed. The results point to a no-rejection of the null hypothesis, i.e. confirming that there is no significant difference between the observed and the expected values.

In summary, despite the similarities of the results of the three estimated models, the two-part fractional regression model arises as the one that best fits the study of export performance of Portuguese wine firms, overcoming the drawbacks of both the Heckman selection model and of the fractional probit.

The comparison of the coefficients among the three models is not economically meaningful, due to the methodological differences to estimate the coefficients of each model. The comparison is only meaningful when comparing the average MEs of each regressor in the dependent variable. Therefore, the average MEs were computed, following the Eqs. (13), (14), (15) and (16), and are displayed in Table 6.

Table 6. Average marginal effects

<table>
<thead>
<tr>
<th>Variables</th>
<th>Two-step Heckman</th>
<th>Fractional Probit</th>
<th>Two-part Fractional Logit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>0.00022 **</td>
<td>0.00566 *</td>
<td>0.00015 *</td>
</tr>
<tr>
<td></td>
<td>(0.00012)</td>
<td>(0.00330)</td>
<td>(0.00009)</td>
</tr>
<tr>
<td>Age</td>
<td>0.00068</td>
<td>0.00351</td>
<td>0.00018</td>
</tr>
<tr>
<td></td>
<td>(0.00064)</td>
<td>(0.01163)</td>
<td>(0.00043)</td>
</tr>
</tbody>
</table>
The magnitudes of the average marginal effects illustrate how the explanatory variables influence the expected value of export performance. Thus, despite the differences in the magnitudes across each model, it is noticeable that the variables ‘size’, ‘productivity’, ‘beneficiary’ and ‘exports PT’ are positive determinants of export performance, whereas the positive impact of ‘debt capacity’ is only significant in the Heckman selection model and the fractional probit model. ‘Age’ is not significant in any model, reinforcing the contentious results in the literature.

Regarding the RBV perspective, all three models identified ‘size’ and ‘productivity’ as positive determinants of export performance. The positive relationship between size and export performance demonstrates that larger firms have more available resources to compete in external markets than small firms. Larger firms also have higher recognition and market power, which can lead to competitive advantage in the internationalization process. These results corroborate the majority of the existing literature, where firm size is also usually identified as a positive driver of export performance (Krammer et al., 2018; Lee et al., 2009; LiPuma et al., 2013; Lu et al., 2009; Singh, 2009). Despite the relevance of experience, the effects of firm age are yet to be consensual in the literature, and in all models estimated, firm age has no significant effect on export performance. Concerning labour productivity, the results confirm the existing literature that links skilled workers and advanced training to higher rates of export performance (Lopez-Rodriguez et al., 2018; Munch & Schaur, 2018). These results show that human resources are crucial to product quality and improvements in market power, thus higher productivity leads to a better export performance.

In terms of the IBV perspective, the marginal effects show a positive link between government funding and export performance, in line with Munch and Schaur (2018). The results demonstrate that such programmes incentivize export activities and support firms in reaching external markets. These positive links also illustrate the moderating effects that institutional forces may have regarding firms’ export performance, well established in the literature (LiPuma et al., 2013; Lu et al., 2009; Munch & Schaur, 2018).

Summarizing, both internal resources and external environment are drivers of firms’ export performance. Internal resources may help firms to develop their internationalization
strategies, as well as determine their competitiveness in terms of costs, selling-quantities and product placement. On the other hand, a well-established institutional collaboration may induce export performance, i.e. the institutional environment acts as a moderator between firms and external markets.

Conclusions

Firms’ export performance remains a challenging field of research, since there is no consensus on how to measure firm export behaviour or the econometric approaches that accurately fit the issue. Given this context, the main goal of this paper is to contribute to a better understanding of export performance, using up-to-date microeconometric approaches to provide robust insights. Specifically, based on data from a panel of Portuguese wine firms, export performance is modelled combining the RBV with the IBV, considering the strategic decisions and therefore the fractional nature of the dependent variable, which leads to the estimation of three models: (i) a two-step Heckman selection model; (ii) a fractional probit model; and (iii) a two-part fractional response model, analysing the pros and cons of each approach and comparing the results.

The three models show similar results concerning statistical significance and signal as well as the magnitude of the average marginal effects, which highlight the robustness of the results. However, disparities in the magnitudes are identified and analysed. Considering the strategic decisions associated with export performance, the Heckman selection model overcomes sample selection bias through the inclusion of the inverse Mills’ ratio in the interest equation. However, this approach produces predictions outside the meaningful interval of [0, 1]. The fractional probit, as a non-linear approach, offers superior explanatory capacity, but fails to solve sample selectivity issues. The two-part fractional response model arises as the most robust estimation, overcoming selection bias by estimating separately the binary and the continuous components on the one hand, and accounting for the fractional response nature of the dependent variable through non-linear estimations, on the other.

Regardless of the econometric method used, the results show that firm size, measured as firms’ total turnover, and labour productivity are both positive internal drivers of export performance. On the other hand, the moderating effect of institutional environment is confirmed through the positive and strong effect of the public programmes towards promotion in third countries.

Summing up, the findings in this paper corroborate the main conclusions in the existing literature, regarding the combination effects of both RBV and IBV. On the one hand, firms’ internal resources drive their capacity to promote and execute strategies with success. On the other hand, the institutional environment steers operating firms into new or different strategies.

This paper is not without limitations. For instance, future research could focus on the developing of sample selection models for fractional response variables, in line with the research of Schwiebert (2016), who is developing the new Heckman fractional model (Heck-frac). Moreover, future research can break through in terms of analysing the effects of neglected individual heterogeneity.
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## APPENDIX

Table A1. Firms’ export performance: an empirical literature summary

<table>
<thead>
<tr>
<th>Authors</th>
<th>Theory</th>
<th>Dependent Variable</th>
<th>Explanatory Variables</th>
<th>Method</th>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fernandez and Nieto (2006)</td>
<td>RBV</td>
<td>Export Propensity; Export Intensity</td>
<td>Family ownership dummy; Corporate blockholder dummy; Firm age; Firm size; Alliances dummy; Innovation ratio</td>
<td>Probit Model; Tobit Model</td>
<td>Alliances, innovation, age and size are positive drivers of export performance; Corporate blockholders are positively associated with export intensity.</td>
</tr>
<tr>
<td>Lee et al. (2009)</td>
<td>RBV</td>
<td>Export intensity</td>
<td>Domestic market position; Innovation (R&amp;D expenditures); Advertising expenditures; Firm size; Economic performance; FDI; Post-crisis dummy</td>
<td>Generalized least squares (GLS) regression</td>
<td>Domestic market position is positive driver of export performance; R&amp;D is positive driver and advertising negative; Firm size is positively associated with export performance; FDI becomes positive driver in post-crisis period.</td>
</tr>
<tr>
<td>Lu et al. (2009)</td>
<td>IBV</td>
<td>Export intensity</td>
<td>Private shareholding; Foreign shareholding; Institutional Environment Index; Return on sales; Capital labour ratio; Firm size; Firm age</td>
<td>Tobit Model; Generalized method-of-moments (GMM-system)</td>
<td>Institutional environment positively moderates export strategic decisions; Firm age and firm size positively influences export performance.</td>
</tr>
<tr>
<td>Singh (2009)</td>
<td>RBV</td>
<td>Export intensity</td>
<td>Firm size; Firm age; R&amp;D expenditures; Advertising expenditures; Group affiliation; Exchange rate; World GDP</td>
<td>Generalized two-stages least squares (G2SLS) regression</td>
<td>Firm size, R&amp;D expenditures and world GDP are positive drivers of export performance; Firm age, advertising expenditures and exchange rate negatively influences export performance.</td>
</tr>
<tr>
<td>Authors</td>
<td>Theory</td>
<td>Dependent Variable</td>
<td>Explanatory Variables</td>
<td>Method</td>
<td>Conclusions</td>
</tr>
<tr>
<td>-------------</td>
<td>--------</td>
<td>--------------------</td>
<td>-----------------------</td>
<td>------------------------------</td>
<td>----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Yi et al. (2013)</td>
<td>RBV, IBV</td>
<td>Export intensity</td>
<td>Innovative capabilities; Foreign ownership; Government relationship; Business group affiliation; Marketization; Firm size; Firm age</td>
<td>Hierarchical moderated regression; GMM</td>
<td>Innovative capabilities, foreign ownership and firm size are positively related with export performance; Firm age and government relationship are negatively associated with export performance.</td>
</tr>
<tr>
<td>LiPuma et al. (2013)</td>
<td>IBV</td>
<td>Export intensity</td>
<td>Institutional quality (World Business Environment Survey); Firm age; Firm size; Industry dummies</td>
<td>Heckman selection model</td>
<td>Higher-quality institutions are positively related to export performance; Firm size enhances export performance</td>
</tr>
<tr>
<td>Wang et al. (2013)</td>
<td>RBV, IBV</td>
<td>Export intensity</td>
<td>Technological strength; Foreign technology acquisition; Innovation; Total assets; Firm age; Firm size; R&amp;D intensity</td>
<td>Tobit model</td>
<td>External and foreign technology acquisition is positively associated with export performance; Firm size and R&amp;D intensity boost export performance.</td>
</tr>
<tr>
<td>Krammer et al. (2017)</td>
<td>RBV, IBV</td>
<td>Export intensity</td>
<td>Political stability index; Corruption index; Skilled workers; Management experience; Foreign ownership; Public ownership; Firm size; Firm age</td>
<td>Heckman selection model</td>
<td>Political stability and foreign ownership are positively related to export performance; Firm size and firm age enhance export performance; Public ownership stunts export performance.</td>
</tr>
<tr>
<td>Munch and Schaur (2018)</td>
<td>RBV, IBV</td>
<td>Export propensity</td>
<td>Firm size; Skilled workers; Productivity; Total sales; Export promotion activities</td>
<td>Probit model; FE model</td>
<td>Export promotion improves small-firms' total sales, value added and productivity.</td>
</tr>
<tr>
<td>Authors</td>
<td>Theory</td>
<td>Dependent Variable</td>
<td>Explanatory Variables</td>
<td>Method</td>
<td>Conclusions</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>--------</td>
<td>--------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Lopez-Rodriguez et al. (2018)</td>
<td>RBV</td>
<td>Export intensity</td>
<td>Skilled workers; Advanced training; Quality management system dummy; Firm size; Firm age</td>
<td>Tobit model</td>
<td>Advanced training improves export performance; Firm age is positively related with export performance, as well as having a quality management system.</td>
</tr>
<tr>
<td>Behmiri et al. (2019)</td>
<td>RBV</td>
<td>Export propensity</td>
<td>Firm size</td>
<td>Probit model</td>
<td>Firm size is positively related with export performance; Older firms are less likely to engage in export activities; Efficiency does not impact export performance.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Export intensity</td>
<td>Firm age; Productivity</td>
<td>Tobit model</td>
<td></td>
</tr>
</tbody>
</table>