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Abstract. The purpose of this study is to investigate the reaction of the insolvency rate to the various shocks in the economies of Romania and Spain through a Structural Vector Autoregressive model. Departing from quarterly data for 2008–2016, it was found that the future values of the insolvency rate are explained by the past values of the interest rate and the retail trade index, more precisely macroeconomic risk factors cost of debt and changing in demand are main responsible for the health of non-financial corporations sector. In contrast, the influence of the investment rate on insolvency rate is not predictable. In addition, both in Romania and in Spain the interest rate is the main determinant of the insolvency rate variation, beyond its own innovations, in horizons of over 2 quarters. These results were obtained under the circumstances that the analysed period was characterized by the Great Recession and its recovery. In this situation, firms faced a lesser demand as well as a tightening on the possibilities of obtaining the external funds they needed, not only to finance their expansion projects but even their daily operations. Consequently, many firms faced a negative environment that forced them to go out of the market.
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Introduction

The importance of the non-financial corporate sector in developing, transferring or intensifying economic turbulences has been analysed in the last decades. The majority of papers argues that a large proportion of firms in a weak or risky financial situation can be responsible for a deeper and longer recession or even be the trigger of an economic recession departing
from a financial crisis, since a financial turmoil (such as a credit shortage or an increase in interest rates) may lead to some firms to close, which will increase unemployment, reduce domestic demand of intermediate inputs, etc. In this context, research to find the correlation between the corporate insolvency and macroeconomic variables becomes useful and relevant in decision making and predictions regarding the economic fragility. The analysis of company’s insolvencies is important since it is an important sign for the weakness of the firms with major consequences over the entire macroeconomic equilibrium. Besides, corporate failures are directly responsible for the erosion of the capital level of banks since they generate losses in their investments.

The analysis of firms’ bankruptcy has largely used a microeconomic perspective aiming to determine the reasons that lead a specific firm to be in a financial distress situation. However, the macroeconomic environment has also been revealed as an important reason of this situation. One of the earliest analyses of the situation of non-financial firms along financial crises was realized by Fisher (1933) which looks at the interaction between relative level of debt and price level turbulences. The underlying theory is simple: firms with a high level of debt will be under higher financial pressure during an economic period with low or negative growth rates, since the impact of a demand reduction usually is not compensated by the possible reduction in financial costs (if interest rates are reduced as an economic policy to circumvent the crisis, which not always happens as it was the case in the first years after the 2008 financial crisis in the Euro-area). To satisfy creditors’ requests, the companies are forced to sell assets and reduce deposits in order to repay their loans. Such sale of assets and decrease in the deposits reduces net worth of companies (both for the costs of doing that but for the lower prices that are usually accepted when a firm needs of additional liquidity) becoming more vulnerable and increasing the probability of failure. Besides, a decrease in the level of deposits and loan repayment creates a shock in money velocity which will decrease asset prices and then an additional negative shock that will affect companies. Then, the financial weakness of the corporate sector will negatively influence the banks’ willingness to lend money to companies.

This paper fits in the macroeconomic approach of the question, analysing the aggregate figures of insolvencies for Romania. It must be noted that most of the existing literature is focused on the microeconomic perspective that aims to look for scoring models to predict individual firms’ insolvencies. For example, papers such as Smaranda (2014) have analyzed the question from a microeconomic perspective, focusing on the firms’ determinants for bankruptcy concluding that some of the determinants differ in a financial crisis environment. Different papers have remarked that the institutional framework can be relevant in the importance that macroeconomic factors may have on insolvencies and, consequently, the design of the insolvency legislation, the efficiency of the judiciary system, etc. become important factors for a higher or lower percentage of firm bankruptcies with the same macroeconomic environment (for instance Dăianu, Pislaru, and Voinea (2004) analyze it in comparison to other EU members as one of the topics that countries such as Romania should consider in their accession to EU; Beca and Nișulescu (2014) also compare the Romanian situation with EU in order to propose specific measures to improve the situation). Recent papers conclude that “actual accuracy of bankruptcy models is lower than original accuracy indicated by model makers” (Kuběnka & Myšková, 2019) a possible explanation being related with macroeconomic and country specific elements. So, given the importance that country specific
features may have, we are going to present the Romanian results in comparison with one of the core EU countries. We have chosen Spain as reference since it is one of the euro area members, which supposes that experienced interest rates that are consequence of the European Central Bank policies not specially focused on the Spanish situation. Besides, Spain is among the top 5 EU economies, the one where the economic recession, measured in terms of GDP reduction, unemployment, etc. had the deepest impact. The analysis of macroeconomic determinants impact on the microeconomic risk is an important area for research, recent papers considering this topic from different prospective like us specific company’s risk (Gonzalez et al., 2018) or expected growth risk (Došenović Bonča et al., 2018).

The paper is structured as follows. After the introduction, a section describes summarily the situation of the two countries in order to frame the analysis. Section 3 presents some of the key papers in the analysis of the insolvencies in a country from an aggregate perspective. The fourth section presents the employed methodology and the fifth the data and the results of the model. Sixth section discusses the results and the paper ends with the conclusions and some future research lines.

1. Bankruptcies in Romania and Spain

Bankruptcies are a phenomenon inherent to firms’ life that is specifically regulated by national laws. Basically, it supposes that a firm is in a financial situation where it cannot face its payments and needs a deep reorganization or even liquidation (Anghel, 2002). There is no international legislation on bankruptcies, although UNCITRAL and the World Bank have established some goals that it should have in the (Principles for Effective Insolvency and Creditor Rights Systems) since scholars agree that a well-designed legislation may encourage market efficiency (Stiglitz, 2003). In Romania, the law that defines insolvencies, as well as all the legal procedures inherent to this case, is the Law 85/2014, meanwhile, in Spain it is the Law 22/2003 (its details are summarized in Dăianu et al., 2004). Both countries legislation is based on the UNCITRAL recommendations.

Given the evolution of the economy, in Romania as in most of the countries, the evolution of insolvencies along 2008–2016 experienced important variations. Thus, in 2008, the insolvency rate amounted to 3.09 percent, in a situation where the indicator of the economic sentiment had been deteriorating progressively over the last 3 months of the year. The insolvency rate increased from 3.28 percent in 2009 to 4.87 percent in 2010, as a result of the decline in activity, in the context of the domestic consumption and investment contraction, the high leverage effect and the depreciation of the domestic currency. The insolvency rate stood at 5.08 percent in 2011, raised to 5.67 percent in 2012 and to 6.04 percent in 2013, in the condition that the real annual growth rate of the loans to non-financial corporations became negative, and a large proportion of managers preferred to finance their investments from internal resources. In the interval 2014–2016, the insolvency rate declined from 4.06 percent to 1.49 percent, under the impact of a slight improvement in lending conditions, a reduction in the policy rate coupled with a decrease in inflation, an increase in the volume of new orders, the entry into force of the new insolvency code in June 2014. The new legal framework stipulates a threshold value of RON 40,000 (EUR 9,000 approximately) both for creditors and the debtor in order to file the application for insolvency proceedings (the mini-
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The minimum amount of the claim in order for the creditor’s application to be filed was RON 10,000 (EUR 2,837), by Law no. 85/2006 and subsequently amended to RON 30,000 (EUR 7,080) by Law no. 277/2009 and RON 45,000 (EUR 10,689) by Law 169/2010) and a maximum duration of the observation period, calculated between the date of opening the insolvency proceedings and the date of confirmation of the organizational plan or, as the case may be, of the entry into bankruptcy, for 12 months (the previous legislation did not provide for a maximum duration). This behaviour was, more or less similar to the one of our country of reference that also suffered the financial crisis and its recovery. In Spain the insolvency rate that was 0.08 percent in 2008 more than doubled in 2009 to arrive to 0.18 percent with a lower value in 2010 of 0.15 percent to start a three year growth of 0.18 percent in 2011 and 0.25 percent in 2012 and 0.29 percent in 2013. Those were years of a deep crisis on the Spanish economy as the economic sentiment index indicates that reduced from 112 in 2007 to 95 in 2012 and 99 in 2013. That year supposed the beginning of the recovery in a continuous path that in 2016 got a sentiment index of 114.7. Hand to hand, the bankruptcy rate decreased to 0.21 percent in 2014, 0.16 percent in 2015 and 0.13 percent in 2016.

In 2016, according to the statistical data published by the National Bank of Romania, insolvent companies created around 2 percent of the turnover achieved by non-financial companies and held 4 percent of the number of employees of this sector. For this category of companies, return on assets (ROA) fluctuated in the interval 2008–2016 between 3.44 percent and −11.93 percent, while at the level of non-financial companies the indicator varied between 1.69 percent and 3.50 percent. The share of loans granted to insolvent companies in the total volume of loans to the non-financial corporations sector rose gradually from 1.1 percent in 2008 to 19.7 percent in 2013, followed by a downward trend of up to 15.0 percent in 2015, which was succeeded by a return to higher values in the last months of 2016. Incidentally, the volume of non-performing loans granted by banks to insolvent companies had an average annual growth rate of 1.56 times during the interval December 2008–December 2016 (reaching more than EUR 3700 million) (Figure 1).

In Spain, the situation was slightly different, since the economic and financial crisis was deeper and it took more time to re-take a growth path. This is in accordance with other researches which find that the crisis on some member states (Portugal, Spain and Greece)
was severe (Mach, 2019). The situation in 2008 departed from a value of 2,894 insolvencies, continued growing to 5,175 in 2009 and decreased slightly in 2010 reaching a figure of 4,990 firms that entered in insolvency. In 2011, with the new dip of the economic situation, 5,910 firms entered in insolvency and in 2012 it rocketed to 8,095 till arrived to 9,143 in 2013. As the economy improved, the situation in 2014 changed and the number of firms involved in insolvencies decreased to 6,564. As it can be expected the number of insolvencies is quite related to the economic situation. If we correlate it with the GDP evolution, we find a negative relation (higher GDP is associated a lesser number of insolvencies) with a \( R^2 = 0.37 \). Looking at the number of insolvencies along the last analysed year, 2016, we observe that the sector that concentrated a larger part of insolvencies was Trade, with 21.7 percent and Construction, with 19.0 percent of the cases. The available data do not allow to know how many employees were affected or which is the turnover of these companies, but we can say that most of them were micro-firms (69 percent of them had less than 10 employees) although the average size is larger than the one of the total population of firms in Spain and relatively young (18 percent was less than four years old). Concerning the legal regulation of bankruptcies in Spain, we can say that they are regulated by the Organic Law 8/2003, for the Reform of Bankruptcy Proceedings, and the Insolvency Act 22/2003.

2. Related literature

The existing literature has stressed that failure rate of firms in a country is mainly depending on two major factors:

First, the risk deriving from the management and capital adequacy. Based on previous research, failure is more likely for young firms than experienced firms (Altman, 1993) and also we expect a higher risk of bankruptcy for smaller firms because their limited access to the credit markets in comparison with larger firms (Bernanke & Gertler, 1995).

Regarding the risk for young firms, the analysis of the survival rate of young companies in Europe shows that, on average, 44 percent survive for a five year period in comparison with an average death rate at 9 percent, for the business economies except the activities of holding companies. Besides, the average survival rate of enterprises born in Europe in 2009 and still active in 2014 shows that 44 percent of them survive for a five – year period. Moreover, companies born in countries such as Romania were most likely to survive up to the fifth year after their birth (around 60 percent of them), while Spain ran a higher risk of non-survival (less than 41 percent). Furthermore, the churn rate of employer enterprises stood at 19.02 percent in Romania, while in Spain it reached 18.01 percent. In fact, the correlation coefficient between the number of newly born enterprises over a five-year period and the numbers of death enterprises stood at 0.51 in Romania, compared with 0.12 in Czech Republic, 0.65 in Sweden, 0.79 in Spain and 0.88 in Slovenia during the interval 2009–2015. We note that the ratio of non-survivals is a good indication of deterioration of the business environment because of the death component, although it includes mergers or acquisitions.

The second important factor is the risk that the macroeconomic environment may generate. This element has been less investigated than the previous one. The paper focuses on this factor for Romania and Spain.
One of the first research that considers macroeconomic determinants of corporate failure is Altman (1983) who found that business’ failure is negatively affected by aggregate activity (measured by GNP), money market conditions and investor expectations. Wadhwani (1986) analysed the factors that explain corporate failures focusing on the hypothesis of the significant role for inflation. The author regressed the liquidation rate of companies on two macroeconomic variables and found that real wages, real prices, capital gearing, the level of interest rate (nominal and real) are statistically significant in UK for the period 1964–1981. A conclusion of this research is that credit markets do not allow firms to adjust their debt levels for inflation, as the nominal interest rate is found to be significant. Instead, Davis (1987) based on Wadhwan’s previous work and considering 1969–1983 as a sample period (annual data) to test his hypothesis for United Kingdom, United States, Germany and Canada. The author the significant variables found for bankruptcy rate were: nominal interest rates, real input prices, real GNP and debt to GNP ratio (which was more significant than debt/ equity ratio). Bernanke and Gertler (1990) argued that financial fragility occurs when entrepreneurs who invest in new projects have a reduced amount of net assets. This model, where a decrease in borrowers’ net worth exclude them from access to credit, creates a collapse in investment demand and amplifies financial instability.

Furthermore, H. Platt and M. Platt (1994) using cross-section correlated autoregressive model for the US and obtained evidence regarding the existence of a negative relationship between corporate failure and economic activity and it was positive with the cost level (real wages). In other study, Young (1995) analysed the effect of interest rate on corporate closures arguing that the major influence factor is “ex post” inflation and the difference between actual real interest rates and expected level of interest level. The dependent variable was bankruptcy rate and the explanatory variables were the growth rate of the number companies, real wages, real input prices, unexpected real interest rate changes, nominal interest rate, etc. He concluded that the significant variables are the unexpected real interest rate shocks, the changes in the number of companies, aggregate demand, real input prices, nominal interest rate (confirming Wadhwan’s hypothesis) and the ratio of bank debt to the replacement cost of capital. Cuthbertson and Hudson (1996) focused only on compulsory liquidation of firms. They used two variables for measuring profitability: interest gearing and birth rate of companies. Considering quarterly data for the period 1972–1989 in U.K. they observed firm’s profitability and birth rate to be significant explanatory factors.

Kiyotaki and Moore (1997) presented a model based on the role of assets as a production factor but also as collateral for credit. The correlation between asset prices and credit limits is a very powerful trigger and a transmission belt amplifying and extending macroeconomic instability. Moreover, Everet and Watson (1998) found that failure rate is positively correlated with interest rates and the rate of unemployment in Australia for the period 1974–1990. Also, they found that failure rates were found to be positively associated with lagged employment rates as well as with current and lagged retail sales level. The authors concluded that this indicates that “a strengthening economy may provide the trigger for an increase in voluntary business exits as individual proprietors seek to maximize the returns available to them on both their financial and human capital”.

Vlieghe (2001) analysed U.K. data for the period 1975–1999 and found that the real interest rate is a significant long-run factor determinant of corporate bankruptcy. This research
found a short run effect on company failure coming from property prices (a common and important collateral for corporate debt) and birth rate of companies, which is consistent with evidences which confirm that new companies are more likely to failure because lack of experience. On this study, those variables that capture the determinants of profits (real wages, aggregate demand, real interest rates) have a better explanatory power than aggregate profits. Also, significant factors in explaining corporate failures are debt to the replacement cost of assets and debt to GDP. In addition, Liu (2004) analysed U.K. corporate failure for the period 1966–1999 using an error-correction model. The main findings are that failure rates are associated with interest rates, credit, profits, price, and corporate birth rates both in the short run and in the long run. One important conclusion was that “interest rate appears to be an important factor influencing failure rates and can be used as a feasible policy instrument to reduce the incidence of corporate failures”. It must be noted that, as Zhang, Bessler and Leatham (2013) propose, aggregate business’ failures should not be considered as an exogenous variable, but that it also may cause (in the Granger sense) other macroeconomic variables. Specifically, this paper analysed the US firms with quarterly data in 1980–2004 through a Structural Vector Autoregression model. This study concluded that insolvencies are affected by a positive shock in interest rates but not from other variables such as the stock market; additionally, they found that bankruptcies causes a drop in interest rates.

On its part, Bhattacharjee, Higson, Holly and Kattuma (2009) studied the effect of macroeconomic environment on business exit considering that acquisitions and bankruptcies co-determined. Based on analysis of U.K. listed companies for a long period they concluded that macroeconomic instability has effect on bankruptcy hazard. Also, they got basis to support the hypothesis that the bankruptcy hazard is counter-cyclical. In case of the Swedish economy, Salman, Friedrichs and Shukur (2011) analysed the influence of macroeconomic variables on the failure of small companies considering quarterly data for the period 1986–2006. The authors found that bankruptcy rate is negatively affected by the level of industrial activity, money supply, changes in GNP and economic openness rate and positively related to the real wage. Harada and Kageyama (2011) analyse in the same mood the case of Japan finding that the overall macroeconomic situation (measured by GDP), as well as interest rates, are determinants of firms’ failures as well as some financial variables. This paper presents a worthy extension over the previous literature since it distinguishes across the main sectors of the Japanese economy (manufacturing, construction and trade) confirming the aggregate results although showing a different time lag for each sector. In an environment closer to the countries to be analysed in this paper, Ziković (2016) recently analysed the macroeconomic elements that can explain firm’s bankruptcies in Croatia along the period 2000–2011 throughout a Vector Error Correction Model, concluding that interest rates, as well as industrial production, have a short-term effect on insolvencies while unemployment has a long-run effect.

Tian and Yu (2017) developing a research using adaptive LASSO (least absolute shrinkage and selection operator) to select the default predictor variables finding that in different market infrastructure there is an advantage to use adaptively selected default predictor variables in bankruptcy prediction. Jones, Johnstone and Wilson (2017) examining the predictive performance of 16 classifiers starting with restrictive techniques (ex: logit and Linear discriminant analysis) to advanced (ex: neural network and SVM – Support vector machines)
and very advanced statistical models (ex: AdaBoost and random forests). Based on a sample of US 990 corporate bankruptcies the main conclusion was recommendation for “new age” classifiers because of better predictions, practical appeal and good level of interpretability. In addition, Hernandez Tinoco, Holmes and Wilson (2018) using polytomous response logit methodology and observed that the combination between accounting, market and macroeconomic variables increasing the performances of the financial distress prediction model. Furthermore, Pham Vo Ninh et al. (2018) analysis a sample of 800 Vietnamese companies between 2003–2016 using financial ratios, market data and macroeconomic indicators. They find that there is a negative correlation between financial liquidity, productivity of invested capital, solvency, profitability and firm’s dimension and the probability of default. The author’s measuring the probability of default comparing EBIT and interest payments (EBIT < interest payments is equivalent with distress).

3. The model

The present study uses a model able to capture the interconnections between macroeconomic variables. In this regard, it is use a vector autoregressive (VAR) model, following the model described by Enache (2016). According to Boțel (2002), the main goal of the analysis of VAR type is to estimate the effects of various shocks on the system variables. Each variable is affected by own innovations, as well as by innovations in the other variables.

VAR models began to be used in economics in Sims’s research studies (1980). Further on, Lutkepohl (1991), Hamilton (1994), Watson (1994), Hendry (1995), Waggoner and Zha (1999) updated the VAR techniques. The use of VAR models in financial data is present in numerous sources. Excellent are, for instance, Campbell, Lo and MacKinlay (1997), Leeper, Sims and Zha (1996) and Tsay (2001). Besides, it seems that the VAR methodology has got a renewed interest and further research paper have used it (see Qin (2010), for a survey). It seems an adequate methodology for the question to analyse macroeconomic shocks, which have been a common feature on the recent situation of most of the economies (Cavallo & Ribba, 2015; Cloyne & Hürgen, 2016 etc) and has been applied to the issue of bankruptcies (Zhang et al., 2013, Mamatzakis et al., 2016 etc.). An essential step in VAR analysis is the identification or orthogonalization of innovations.

In VAR models, the main decomposition methods encountered are: the Choleski recursive type, the Sims-Bernanke structural type and the Blanchard-Quah type with long-term constraints (Boțel, 2002). In this study the method proposed by Sims (1986) and Bernanke (1986) for short-term shocks will be used.

4. Data description and model estimation

The empirical analysis investigates the reaction of the insolvency rate to the various shocks in the economies of Romania and Spain. In this regard, were estimated two VAR models. The variables that were considered are:

– insolvency rate (calculated as the number of newly insolvent companies during a quarter over the number of active companies at the end of the year);
– interest rate of credit institutions on loans;
– retail trade, index of deflated turnover (2010 = 100);
– investment rate (calculated as a weight of the gross capital formation in gross domestic product).

The availability of the data of the four series in the two countries constrained us to select the period from the 1st quarter of 2008 to the 4th quarter of 2016. The time series were obtained from the databases of the National Trade Register Office of Romania, the National Institutes of Statistics of Romania and Spain, EUROSTAT and the National Bank of Romania.

The series used were expressed in natural logarithms and seasonally adjusted using the TRAMO/SEATS method. The augmented Dickey-Fuller test (Dickey & Fuller, 1979) indicated that all variables are integrated of order I (Table 1).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Romania</th>
<th></th>
<th></th>
<th>Spain</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specification</td>
<td>t-statistic</td>
<td></td>
<td>Specification</td>
<td>t-statistic</td>
<td></td>
</tr>
<tr>
<td>ISR</td>
<td>c</td>
<td>-1.058</td>
<td></td>
<td>c</td>
<td>-0.939</td>
<td></td>
</tr>
<tr>
<td>d(ISR)</td>
<td></td>
<td>-7.945*</td>
<td></td>
<td></td>
<td></td>
<td>-4.366*</td>
</tr>
<tr>
<td>INVR</td>
<td>c</td>
<td>-0.817</td>
<td></td>
<td>c</td>
<td>-1.63</td>
<td></td>
</tr>
<tr>
<td>d(INVR)</td>
<td></td>
<td>-3.761*</td>
<td></td>
<td></td>
<td></td>
<td>-4.867*</td>
</tr>
<tr>
<td>IR</td>
<td>c,t</td>
<td>1.798</td>
<td></td>
<td>c,t</td>
<td>-1.435</td>
<td></td>
</tr>
<tr>
<td>d(IR)</td>
<td></td>
<td>-3.520**</td>
<td></td>
<td></td>
<td></td>
<td>-4.956*</td>
</tr>
<tr>
<td>RT</td>
<td>c</td>
<td>-1.789</td>
<td></td>
<td>c,t</td>
<td>-1.722</td>
<td></td>
</tr>
<tr>
<td>d(RT)</td>
<td></td>
<td>-4.643*</td>
<td></td>
<td></td>
<td></td>
<td>-3.602**</td>
</tr>
</tbody>
</table>

Notes: The test contain constant (c), constant and trend (c,t). Critical values for the augmented Dickey-Fuller test: (i) with constant: 1%: -3.63; 5%: -2.95; 10%: -2.61; (ii) with trend and constant: 1%: -4.24; 5%: -3.54; 10%: -3.20. (MacKinnon (1996). The series is stationary if the null hypothesis is rejected by the ADF test (H0: the series has a unit root). The *, ** indicate the rejection of the null hypothesis at a significance level of 1%, 5%, respectively.

Selection of the most adequate number of lags in the estimation of the two models was performed on the basis of the Akaike (1974, 1976), Hannan and Quinn (1979) and Schwarz (1978) informational criteria. The Akaike and Hannan and Quinn criteria suggested 4 lags, but the VAR is not stable in Spain. Since both VARs are stable and the results of tests on the residues have shown that they are constantly varied and are not autocorrelated, we preferred the Schwarz criterion, which selected a single lag. Normality has only been confirmed for the model of Romania, but according to Neagu and Mărgărit (2005) that cited Lutkepohl and Reimers (1992), the estimation of a VAR is not strictly related to the hypothesis of normality. The order of the integration of the time series imposed to utilize of the Johansen test (see Johansen & Juselius, 1990) in the analysis. It validated, for each of the two models, the presence of a single cointegration relationship between ISR, INVR, IR and RT at a significance level of 5 percent (It was considered the cointegration based on a linear deterministic trend, Table 2).
Table 2. Johansen cointegration test

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Romania</th>
<th></th>
<th>Spain</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_{trace}$</td>
<td>$I_{max}$</td>
<td>$I_{trace}$</td>
<td>$I_{max}$</td>
</tr>
<tr>
<td>$r = 0$</td>
<td>62.7954</td>
<td>(0.0001)</td>
<td>50.5302</td>
<td>(0.0274)</td>
</tr>
<tr>
<td></td>
<td>39.2740</td>
<td>(0.0002)</td>
<td>28.0968</td>
<td>(0.0430)</td>
</tr>
<tr>
<td>$r \leq 1$</td>
<td>23.5214</td>
<td>(0.0620)</td>
<td>22.4334</td>
<td>(0.2750)</td>
</tr>
<tr>
<td></td>
<td>15.3853</td>
<td>(0.1112)</td>
<td>13.4816</td>
<td>(0.4089)</td>
</tr>
<tr>
<td>$r \leq 2$</td>
<td>8.1361</td>
<td>(0.2263)</td>
<td>8.9517</td>
<td>(0.3699)</td>
</tr>
<tr>
<td></td>
<td>7.7060</td>
<td>(0.1941)</td>
<td>6.7207</td>
<td>(0.5227)</td>
</tr>
<tr>
<td>$r \leq 3$</td>
<td>0.4300</td>
<td>(0.5754)</td>
<td>2.2311</td>
<td>(0.1353)</td>
</tr>
</tbody>
</table>

Note: p-value in parenthesis ( ).

The structure of the contemporary relationships between the variables (matrix A) follows the general form proposed by Boțel (2002) and it is presented in Table 3.

Table 3. A matrix structure

<table>
<thead>
<tr>
<th></th>
<th>ISR</th>
<th>INVR</th>
<th>IR</th>
<th>RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>INVR</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IR</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>RT</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The established restrictions show that ISR is influenced by INVR, IR and RT over a time horizon of a quarter. Also, INVR influences RT, and IR influences INVR and RT. In addition, each variable is influenced by itself.

5. Results and interpretations

According to the estimated models (Onete, 2003), it could be simulated as IRF, the ISR reactions to the shocks coming from all 4 variables (Figure 2).

As it can be seen, ISR reacts positively and immediately to its own shocks, both in the case of Romania and in the case of Spain, their effects being statistically significant during the first 6 and 5 quarters, respectively. The relationships predicted by economic theory are confirmed for IR and RT with ISR in the two countries. As it was expected, ISR responds positively to IR shocks and negatively to RT shocks. It should be noted that, in Romania, the effects of IR, as well as the effects on the first 7 quarters of the RT, are significantly different from zero (the confidence interval does not include the zero value). In contrast, in Spain, the effects of IR are statistically significant between Q2 and Q7, while those of RT are significant in the first 3 quarters. The response that ISR shows to INVR shocks is smaller in Romania than in Spain. The sign of the relationship is the anticipated one, namely negative in the first 9 quarters in Spain and starting in the second quarter in Romania. It can be noticed that
INVR shocks have statistically significant influences only in Spain during the first quarter.

The variance decomposition (Figure 3) shows that in Romania, at all time horizons, IR was the main determinant of the ISR variation, beyond its own innovations. In contrast, in Spain, unlike in Romania, IR becomes the second factor from the point of view of significance after its own innovations in horizons of over 2 quarters.
Finally, following the exposed methodology, Granger causality tests were applied. The results are presented in Table 4.

Thus, it was noted that both in Romania and in Spain, INVR does not Granger cause ISR. In contrast, in both countries IR and RT Granger cause ISR. Therefore, it can be said that the influences of the two variables on the ISR are predictable.

These results were achieved for an environment where, in Romania in the period 2009–2016, the share of companies without investments in the total non-financial companies remained around the level of 76.0–78.7 percent. Under these circumstances, into a context of prevailing rivalry (Vasiliu, 2008), the investment rate of non-financial companies (calculated as a ratio between the cash flows attributable to the investment activity and the total assets) was 6.67 percent in 2009, followed by a downward trend of up to 4.55 percent in 2010, then remaining during the period 2011–2016 in a range of 5.7–6.56 percent. In addition, the ability of companies to cover their interest costs from revenues has varied along the period 2008–2016. Thus, the interest coverage rate ((gross profit+interest expenditures)/interest expenditures), that was 3.96 percent in June 2008, reduced to 1.07 percent in June 2009, 1.8 percent in December 2012 and 5.41 percent in December 2016. According to the Survey on the access to finance of the non-financial corporations of the National Bank of Romania for the period October 2015–March 2016, the average interest rate on RON loans was between 3 and 5 percent, while the one for EUR loans was between 2 and 4 percent. Under these conditions, 60 percent of the companies (the sample for the Survey includes roughly 10,500 non-financial corporations) said they did not need additional bank financing, as the activity and / or the credit repayment capacity would be affected by an increase in the cost of financing by up to 3 percentage points for both types of credits. Moreover, the arrears of non-financial companies towards their own suppliers increased from EUR 10.71 billion in 2008 to EUR 13.15 billion in 2012, followed by a downward trend of up to EUR 10.42 billion in 2016. At the same time, the average duration between the delivery of the product/service and the receipt of its value increased from 82 days in December 2008 to 103 days in December 2012, then decreasing to 102 days in June 2015.

Table 4. Granger causality test

<table>
<thead>
<tr>
<th></th>
<th>ISR</th>
<th>INVR</th>
<th>IR</th>
<th>RT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Romania</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISR</td>
<td></td>
<td>0.38656</td>
<td>0.14706</td>
<td>0.22684</td>
</tr>
<tr>
<td>INVR</td>
<td>0.12278</td>
<td></td>
<td>0.00004</td>
<td>0.05883</td>
</tr>
<tr>
<td>IR</td>
<td>0.03471</td>
<td>0.66383</td>
<td></td>
<td>0.00001</td>
</tr>
<tr>
<td>RT</td>
<td>0.02387</td>
<td>0.26287</td>
<td>0.00434</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISR</td>
<td></td>
<td>0.00007</td>
<td>0.79688</td>
<td>0.69891</td>
</tr>
<tr>
<td>INVR</td>
<td>0.10692</td>
<td></td>
<td>0.93530</td>
<td>0.00040</td>
</tr>
<tr>
<td>IR</td>
<td>0.00002</td>
<td>0.50658</td>
<td></td>
<td>0.09762</td>
</tr>
<tr>
<td>RT</td>
<td>0.04951</td>
<td>0.00040</td>
<td>0.54571</td>
<td></td>
</tr>
</tbody>
</table>

Notes: 1. The basic hypothesis tested is: the variable in the line is not Granger caused by the variables in the columns. 2. The figures represent the probability (p-value). 3. The figures in bold indicate the rejection of the basic hypothesis at a 5 percent significance level.
Meanwhile, in Spain the situation is different. It must be noted that in Spain the main data source to analyse the situation of firms is the _Central de Balances del Banco de España_ (CBBE). CBBE is the Spanish branch of the Bank for the Accounts of Companies Harmonised that collect annual accounts of non-financial companies in eleven EU countries. It covers around 660,000 firms which is over 50 percent of total firms, over 75 percent of firms with more than 50 employees, and around one third of the domestic value added (see Banco de España (2016) for details). According this database the investments (measured as the increase in the value of material investments) which was positive in 2008 became negative in 2014; this is, firms were not only increasing the value of their material and real estate assets but its value was decreasing. Concerning their financial expenditures, the value moved around 4 percent of the value of the production. In 2008, it supposed 5 percent, decreasing one percentage point in 2009, continuing the reduction in 2010, but in 2011 it started to increase in 0.4 percentage points and continued increasing till 2013 when it decreased one tenth and 2014 in 0.3 percentage points. So we observe a situation of stress in the financial side of the firms’ accounts between 2011 and 2013 that for sure worsened the situation of the firms. But more important that the interest rate was the lack of access to external financial funds. According the same database, between 2008 and 2014 (the studied period) the long term financial funds that non-financial firms had from banks in their balance sheets, decreased all the years, except in 2009 when it increased in two percentage points. This situation of lack of long term funds from banks, for sure, increased the problems of firms leading some of them to a bankruptcy situation. If instead of analysing the weight of long term financial resources that banks provide to non-financial firms, we focus on the short term ones, the landscape is the same with the only increase in 2008. Concerning the delays in paying debts (from non-financial firms to banks and credit institutions) we see that it increased, quarter by quarter till 2009Q1 when it started to decrease, but along 2010 it increased again, although in 2011Q1 started a decrease trend that continues without interruption till 2014. So, this other indicator of the financial stress of the non-financial firms is also showing that they suffered of an increasing pressure in the first years of the analysed period, with a certain moderation in 2010, a new upward movement, and in 2011 the situation started to improve.

**Conclusions**

The statistical analysis has concluded that ISR reacts positively to IR shocks, in both countries, with a longer effect in Romania than in Spain. It must be mentioned that Spain, as a member of the European Monetary Union, cannot design and implement an autonomous monetary policy, while Romania can, given it is not a member. The observed sensibility of firms’ bankruptcies to interest rates compels to consider this additional consequence of EMU membership. Given that the European-wide monetary policy hardly will adapt to the domestic situation of peripheral countries (as Spain or eventually Romania) real convergence must be achieved before becoming member of EMU; otherwise the European monetary policy (adapted to the core of the EMU) can be devastating for the productive sector of those countries which experience a different situation from those ones that justify the adopted monetary policies. The influence of interest rates over the firms’ situation, till the point of affecting its
solvent is one of the most common results that previous research has found and it must be stressed that microeconomic analyses (see, for example Guariglia et al. (2016), for an analysis with a panel of UK firms in 2000–2009) confirm its importance. Moreover, ISR responds negatively to RT shocks both in the case of Romania and in the case of Spain, their effects being statistically significant during the first 7 and 3 quarters, respectively. This result reveals that Romanian firms are more sensitive to the macroeconomic situation of the economy, probably due to its smaller size. Additionally, ISR reacts negatively to INVR shocks in the first 9 quarters in Spain and starting in the second quarter in Romania. The effects of INVR are significantly different from zero only in Spain during the first quarter. In Spain, on the one hand, a large part of manufacturing sector is concentrated in production goods and machine-tools, as the figures of exports proof. So, a decrease in the investment will reduce the market of a large part of the economy. On the other hand, the economic crisis was characterized by the end of a building bubble, that reduced notably the construction sector (from over 200,000 new licenses to construct new buildings a year in 2005–2006 to slightly less than 100,000 in 2008 and less than 25,000 in 2014–2015). On its part, civil building suffered a huge reduction too, due to the shortcuts in public budgets. Given that the output of the construction sector is mostly considered Capital Formation in National Accounts is not surprising that the evolution of this sector, and then the investments, affects so much to the number of firms in the sector. Instead, in Romania only about 25 percent of the companies are investing, and the average investment value is around 90,000 EUR/firm – too low for new capacities. Furthermore, we noticed that, both in Romania as well as in Spain, the ISR variation is almost entirely influenced by its own innovations and IR shocks at a horizon of four quarters. In addition, the influence of INVR on IR is not anticipatory.

These results lead to further research lines. Firstly, it confirms the value of comparisons among countries in order to highlight differences on the economic situation, institutional characteristics and firms’ survival. Secondly, given the special circumstances of this period, further research on situations where interest rates and financial markets are not so stressed could reveal other structural features for the survival of firms.
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