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Abstract. We introduce a new decision-making model that unifies risk and uncertain environments in the same formulation. For doing so, we present the induced probabilistic ordered weighted averaging (IPOWA) operator. It is an aggregation operator that unifies the probability with the OWA operator in the same formulation and considering the degree of importance of each concept in the aggregation. Moreover, it also uses induced aggregation operators that provide a more general representation of the attitudinal character of the decision-maker. We study its applicability and we see that it is very broad because all the previous studies that use the probability or the OWA operator can be revised and extended with this new approach. We briefly analyze some basic applications in statistics such as the implementation of this approach with the variance, the covariance, the Pearson coefficient and in a simple linear regression model. We focus on a multi-person decision-making problem in strategic management. Thus, we are able to construct a new aggregation operator that we call the multi-person IPOWA operator. Its main advantage is that it can deal with the opinion of several persons in the analysis so we can represent the information in a more complete way.
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Introduction

Decision-making problems are very common in our lifes. In business and economics, people are always making decisions. Sometimes, these decisions are very relevant because they involve huge amounts of money (macro decisions) and sometimes they simply represent a simple action with almost no cost (micro decisions). In our economy, the politicians make macroeconomic decisions that require a lot of efforts in order to be properly assessed. At the same time, we can also find microeconomic decisions made by an individual consumer when dealing with the usual actions of his life like the decision...
of selecting an apartment or a car, or more simply the selection of a product in a supermarket. Therefore, it is clear that decision processes are always present in our world. Moreover, we can find more complex decisions based on our intuition or on the nature of the universe we are living in such as the unconsciousness decisions people are making when selecting the appropriate words when having a conversation with other people.

Usually, these decisions are made with the intuition and with some partial information people have. However, implicitly there is a mathematical (or statistical) model that represents the problem that should be able to provide the optimal decision according to the interests of the decision-maker. Sometimes, our intuition finds this decision but sometimes not. In this context, through decades, scientists have been looking for the optimal model for making decisions. Unfortunately, our world is strongly affected by different types of uncertainty. Therefore, it is not easy to find the optimal choice because in a lot of problems the decisions are made under uncertainty.

In the literature, we find a wide range of decision-making models that consider different environments, scenarios and concepts (Zavadskas, Turskis 2010; Zavadskas et al. 2010). Some of them have focussed on decision-making under risk environments (Merigó et al. 2013; Belles et al. 2013; Yager 1992, 1999, 2009). That is, when we have some kind of uncertainty but we can assess it with probabilistic information. Thus, we are using probabilistic aggregation operators in the analysis (Merigó 2010). Some others have analyzed decision-making under uncertainty. That is, when we can not assess the uncertainty with probabilities. Therefore, we have to use more subjective methods such as the use of the ordered weighted averaging (OWA) operator (Yager 1988). It is an aggregation operator that provides a parameterized family of aggregation operators between the minimum and the maximum. It unifies the classical decision-making methods under uncertainty (optimistic criteria, Wald, Laplace and Hurwicz (Luce, Raiffa 1989)) in one single formulation that includes these methods as particular cases of a more general framework. Since its appearance, the OWA operator has been studied by a lot of authors (Beliakov et al. 2007; Chang, Wen 2010; Wei 2010a; Yager, Kacprzyk 1997; Zhou, Chen 2010; Zhou et al. 2012).

An interesting extension of the OWA operator is the induced OWA (IOWA) operator (Yager, Filev 1999). It provides a more general reordering process of the information to be aggregated by using order inducing variables. Thus, we can consider more complex attitudinal characters that include psychological and personal factors in the analysis. Recently, Merigó and Gil-Lafuente (2009) have presented the induced generalized OWA (IGOWA) operator that generalizes the IOWA operator by using generalized and quasi-arithmetic means. Wei (2010b, 2010c) considered the use of different types of fuzzy information and harmonic means. Merigó and Casanovas (2010a, 2011a, 2011b), Zeng and Su (2012) also considered the use of imprecise information in the analysis. They also considered the use of distance measures and heavy aggregations (Merigó, Casanovas 2010b, 2011c; Merigo et al. 2014).

Another interesting generalization is the probabilistic OWA (POWA) operator (Merigó 2012; Merigó, Wei 2011). It unifies the probability and the OWA operator considering
the degree of importance that each concept has in the aggregation. It is worth noting that in the literature we find some previous studies that presented different ways for unifying these concepts such as the immediate probability (Engemann et al. 1996; Yager et al. 1995). Moreover, some other models focussed on the unification between the weighted average and the OWA operator such as the hybrid average (Xu, Da 2003) and the weighted OWA operator (Torra 1997). However, it is easy to use the weighted average as a probability. Therefore, it is straightforward to extend these models in a probabilistic framework. However, only the POWA operator is able to consider the degree of relevance of each concept in the analysis.

The objective of this paper is to present a new approach for dealing with risk and uncertain environments in the same formulation. For doing so, first, we present the induced probabilistic OWA (IPOWA) operator. It is an aggregation operator that unifies the probability and the IOWA operator in the same formulation and considering the degree of importance of each concept in the aggregation. Moreover, it provides a parameterized family of aggregation operators between the minimum and the maximum. Furthermore, it also considers complex reordering processes that permit to assess complex attitudinal characters of the decision-maker. It includes a wide range of particular cases including the maximum, the minimum, the arithmetic mean, the probabilistic maximum, the probabilistic minimum, the probabilistic aggregation, the OWA operator, the IOWA operator and the POWA operator.

We study the applicability of this approach and we see that it is very broad because all the previous studies use the probability and the OWA operator can be revised and extended with this new approach. Moreover, in case the classical approach is enough, we can always reduce the new model to the classical one because it is included as a particular case. Thus, we can see that we can extend this approach in statistics and in all the disciplines that use statistical techniques based on the probability and the OWA operator such as decision theory, economics, soft computing, engineering and physics. We briefly present some basic examples in statistics by using the IPOWA operator in the variance, the covariance, the Pearson coefficient and in a simple linear regression model.

With this approach we can unify decision-making problems under risk and under uncertainty in the same formulation and considering the degree of importance that each approach has in the specific problem considered. Thus, we can provide a more general framework for decision-making. We also study some other approaches based on the use of “ex-ante” and “ex-post” decisions and situations with imprecise information. We focus on a multi-person decision-making problem in strategic management regarding the selection of the optimal strategy for a company. By using a multi-person analysis, we obtain the multi-person IPOWA (MP-IPOWA) operator. It is an aggregation operator with similar properties than the IPOWA operator that can assess the opinion of several persons in the analysis. We see that it includes a wide range of particular cases such as the multi-person probabilistic aggregation (MP-PA) and the multi-person
IOWA (MP-IOWA) operator. The application in strategic management shows that the
decision-maker gets a better representation of the problem because he can assess risk
and uncertain environments in the same formulation and select the alternative in closest
accordance with his interests. Note that strategic management problems are a key issue
in decision-making because we can formulate strategies in different fields. Especially,
in business decision-making it is very useful because the enterprises need to formulate
the optimal strategies in order to success in the development of the company.

This paper is organized as follows. In Section 1 we briefly review some basic concepts
regarding the OWA, the IOWA and the POWA operator. Section 2 presents the IPOWA
operator and Section 3 analyzes a wide range of families. In Section 4 we analyze the
applicability of the IPOWA operator and in Section 5 the application of multi-person
decision-making problems in strategic management. In the last Section we summarize
the main conclusions of the paper.

1. Preliminaries

In this Section, we briefly describe the OWA operator, the IOWA operator and the
POWA operator.

1.1. The OWA operator

The OWA operator (Yager 1988) is an aggregation operator that provides a parameter-
ized family of aggregation operators between the minimum and the maximum. It can
be defined as follows.

Definition 1: An OWA operator of dimension $n$ is a mapping $OWA: \mathbb{R}^n \rightarrow \mathbb{R}$ that has an
associated weighting vector $W$ of dimension $n$ such that $w_j \in [0, 1]$ and $\sum_{j=1}^{n} w_j = 1$, then:

$$OWA (a_1, \ldots, a_n) = \sum_{j=1}^{n} w_j b_j, \tag{1}$$

where $b_j$ is the $j$th largest of the $a_i$.

One of the key aspects of the OWA operator in decision-making under uncertainty is
that it unifies the classical decision-making methods in one single formulation. Thus,
the optimistic criteria, the pessimistic (or Wald) criteria, the Laplace criteria and the
Hurwicz criteria are particular cases of the OWA operator. With the OWA operator, the
optimistic criteria is found if $w_1 = 1$ and $w_j = 0$ for all $j \neq 1$. The pessimistic criteria
if $w_n = 1$ and $w_j = 0$ for all $j \neq n$. The Laplace criteria if $w_j = 1/n$ for all $j$. Finally, the
Hurwicz criteria is found if $w_1 = \alpha$, $w_n = 1 - \alpha$, and $w_j = 0$ for all $j \neq 1, n$.

Note that different properties can be studied such as the distinction between descend-
ing and ascending orders, different measures for characterizing the weighting vector
and other families of OWA operators. For further reading, see Merigó and Casanovas
(2011a), Merigó and Yager (2013), Yager et al. (2011), and Zhao et al. (2010).
1.2. The induced OWA operator

The IOWA operator was introduced by Yager and Filev (1999) and it represents an extension of the OWA operator. Its main difference is that the reordering step is not developed with the values of the arguments \( a_i \). In this case, the reordering step is developed with order inducing variables. The IOWA operator also includes as particular cases the maximum, the minimum and the average criteria. It can be defined as follows.

Definition 2: An IOWA operator of dimension \( n \) is a mapping \( \text{IOWA}: R^n \times R^n \rightarrow R \) that has an associated weighting vector \( W \) of dimension \( n \) with \( \sum_{j=1}^{n} w_j = 1 \) and \( w_j \in [0, 1] \), such that:

\[
\text{IOWA} (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \sum_{j=1}^{n} w_j b_j ,
\]

where \( b_j \) is the \( a_i \) value of the IOWA pair \( \langle u_i, a_i \rangle \) having the \( j \)th largest \( u_i \), \( u_i \) is the order-inducing variable and \( a_i \) is the argument variable.

Note that it is possible to distinguish between the descending IOWA (DIOWA) operator and the ascending IOWA (AIOWA) operator. The IOWA operator is also monotonic, bounded, idempotent and commutative. For further reading on the IOWA, see Merigó and Gil-Lafuente (2009, 2013), Merigó and Casanovas (2009), and Yager (2003).

1.3. The probabilistic OWA operator

The POWA operator is an aggregation operator that unifies the probability and the OWA operator in the same formulation considering the degree of importance that each concept has in the analysis and providing a parameterized family of aggregation operators between the minimum and the maximum (Merigó, Wei 2011; Merigó 2012; Zeng et al. 2013). It is defined as follows.

Definition 3: A POWA operator of dimension \( n \) is a mapping \( \text{POWA}: R^n \rightarrow R \) that has an associated weighting vector \( W \) of dimension \( n \) such that \( w_j \in [0, 1] \) and \( \sum_{j=1}^{n} w_j = 1 \), according to the following formula:

\[
\text{POWA} (a_1, a_2, \ldots, a_n) = \sum_{j=1}^{n} \hat{p}_j b_j ,
\]

where \( b_j \) is the \( j \)th largest of the \( a_i \), each argument \( a_i \) has an associated probability \( p_i \) with \( \sum_{i=1}^{n} p_i = 1 \) and \( p_i \in [0, 1] \), \( \hat{p}_j = \beta w_j + (1 - \beta) p_j \) with \( \beta \in [0, 1] \) and \( p_j \) is the probability \( p_j \) ordered according to \( b_j \), that is, according to the \( j \)th largest of the \( a_i \).

By choosing a different manifestation in the weighting vector, we are able to obtain a wide range of particular types of POWA operators (Merigó, Wei 2011). Especially, when \( \beta = 0 \), we get the probabilistic aggregation, and if \( \beta = 1 \), we get the OWA operator.

2. The induced probabilistic OWA operator

The induced probabilistic OWA (IPOWA) operator is an aggregation operator that uses probabilities and OWAs in the same formulation. It also uses order inducing variables in order to represent the reordering process from a general point of view. Its main advan-
tage is that it can unify the probability and the IOWA operator in the same formulation and considering the degree of importance of each concept in the aggregation. Thus, we can use the objective information of the problem and the attitudinal character of the decision maker in the same formulation. It can be defined as follows.

Definition 4: An IPOWA operator of dimension $n$ is a mapping $\text{IPOWA}: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ that has an associated weighting vector $W$ of dimension $n$ such that $w_j \in [0, 1]$ and $\sum_{j=1}^{n} w_j = 1$, then:

$$\text{IPOWA} (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \sum_{j=1}^{n} \hat{p}_j b_j ,$$

where $b_j$ is the $a_i$ value of the IPOWA pair $\langle u_i, a_i \rangle$ having the $j$th largest $u_i$, $u_i$ is the order inducing variable, each argument $a_i$ has an associated probability $p_i$ with $\sum_{i=1}^{n} p_i = 1$ and $p_i \in [0, 1]$, $\hat{p}_j = \beta w_j + (1-\beta) p_j$ with $\beta \in [0, 1]$ and $p_j$ is the probability $p_i$ ordered according to $b_j$, that is, according to the $j$th largest $u_i$.

Note that it is also possible to formulate the IPOWA operator separating the part that affects the IOWA operator and the part that affects the probabilities. Thus, we get the following.

Definition 5: An IPOWA operator is a mapping $\text{IPOWA}: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ of dimension $n$, if it has associated a weighting vector $W$, with $\sum_{j=1}^{n} w_j = 1$ and $w_j \in [0, 1]$ and a probabilistic vector $P$, with $\sum_{i=1}^{n} p_i = 1$ and $p_i \in [0, 1]$, such that:

$$\text{IPOWA} (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \beta \sum_{j=1}^{n} w_j b_j + (1-\beta) \sum_{i=1}^{n} p_i a_i ,$$

where $b_j$ is the $a_i$ value of the IPOWA pair $\langle u_i, a_i \rangle$ having the $j$th largest $u_i$, $u_i$ is the order inducing variable and $\beta \in [0, 1]$.

Note that if $\beta = 1$, we get the IOWA operator and if $\beta = 0$, the probabilistic aggregation. Note also that if $w_j = 1/n$ and $p_i = 1/n$, for all $i$ and $j$, then, the IPOWA becomes the usual arithmetic mean.

Example 1: Assume the following arguments in an aggregation process: 70, 40, 30, 50, 60 and the order inducing variables $U = (24, 39, 32, 26, 13)$. Assume the following weighting vector $W = (0.1, 0.1, 0.2, 0.3, 0.3)$ and the following probabilistic weighting vector $P = (0.4, 0.3, 0.1, 0.1, 0.1)$. Note that the probabilistic information has a degree of importance of 70% while the OWA a degree of 30%. If we want to aggregate this information by using the IPOWA operator, we get the following. With Eq. (4) we calculate the new weighting vector as:

\begin{align*}
\hat{v}_1 &= 0.3 \times 0.1 + 0.7 \times 0.3 = 0.24 , \\
\hat{v}_2 &= 0.3 \times 0.1 + 0.7 \times 0.1 = 0.1 , \\
\hat{v}_3 &= 0.3 \times 0.2 + 0.7 \times 0.1 = 0.13 , \\
\hat{v}_4 &= 0.3 \times 0.3 + 0.7 \times 0.4 = 0.37 , \\
\hat{v}_5 &= 0.3 \times 0.3 + 0.7 \times 0.1 = 0.16 .
\end{align*}
And then, we calculate the aggregation process as follows:

\[ \text{IPOWA} = 0.24 \times 40 + 0.1 \times 30 + 0.13 \times 50 + 0.37 \times 70 + 0.16 \times 60 = 54.6. \]

With Eq. (5), we aggregate as follows:

\[
\text{IPOWA} = 0.3 \times (0.1 \times 40 + 0.1 \times 30 + 0.2 \times 50 + 0.3 \times 70 + 0.3 \times 60) + \\
0.7 \times (0.4 \times 70 + 0.3 \times 40 + 0.1 \times 30 + 0.1 \times 50 + 0.1 \times 60) = 54.6.
\]

Obviously, we get the same results with both formulas.

Note that if the weighting vector of the OWA or the probability is not normalized, i.e. \( W = \sum_{j=1}^{n} w_j \neq 1 \), or \( P = \sum_{i=1}^{n} p_i \neq 1 \) then, the IPOWA operator can be expressed as:

\[
\text{IPOWA} (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \frac{1}{W} \sum_{j=1}^{n} w_j b_j + \frac{1}{P} \sum_{i=1}^{n} p_i a_i. \tag{6}
\]

The IPOWA is monotonic, bounded and idempotent. Note that it is possible to distinguish between the descending IPOWA (DIPOWA) and the ascending IPOWA (AIPOWA) operator by using \( w_j = w^*_{n-j+1} \), where \( w_j \) is the \( j \)th weight of the DIPOWA and \( w^*_{n-j+1} \) the \( j \)th weight of the AIPOWA operator.

Note that in the literature we may find other models that deal with probabilities and OWA operators in the same formulation. The main approach is the concept of immediate probability (Engemann et al. 1996; Merigó 2010; Yager et al. 1995; Yager 1999). Its main disadvantage is that it can not represent the degree of importance of each concept in the aggregation process. In the following, we briefly present its definition when using induced aggregation operators. Thus, we obtain the induced immediate probabilistic OWA (IP-IOWA) operator.

**Definition 6:** An IPIOWA operator of dimension \( n \) is a mapping \( IPIOWA: \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) that has associated a weighting vector \( W \) of dimension \( n \) such that \( w_j \in [0, 1] \) and \( \sum_{j=1}^{n} w_j = 1 \), according to the following formula:

\[
\text{IPOWA} (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \sum_{j=1}^{n} \hat{p}_j b_j, \tag{7}
\]

where \( b_j \) is the \( a_i \) value of the IPIOWA pair \( \langle u_i, a_i \rangle \) having the \( j \)th largest \( u_i \), \( u_i \) is the order inducing variable, each \( a_i \) has associated a probability \( p_i \) with \( \sum_{i=1}^{n} p_i = 1 \) and \( p_i \in [0, 1] \), \( \hat{p}_j = (w_j p_j / \sum_{j=1}^{n} w_j p_j) \) and \( p_j \) is the probability \( p_i \) ordered according to \( b_j \), that is, according to the \( j \)th largest \( u_i \).

Note that other approaches that could be taken into account are the hybrid averaging (HA) (Xu, Da 2003) and the weighed OWA (WOWA) operator (Torra 1997). These models unify the OWA operator with the weighted average (WA). Therefore, they can also be extended for situations with the OWA operator and probabilities assuming that for some situations the WA can be seen as a probability. However, these and other approaches are useful for some particular situations but they do not seem to be so complete than the IPOWA because they cannot unify them considering different degrees of importance to each case.
3. Families of IPOWA operators

By using a different manifestation in the weighting vector \( W \) (or \( P \)) we can study a wide range of particular cases. Each case is a particular attitude of the decision maker that is useful in some specific situations. For example, we can form the probabilistic maximum, the probabilistic minimum, the arithmetic probabilistic aggregation (APA) and the arithmetic IOWA (A-IOWA) operator.

**Remark 1:** The probabilistic maximum is found when \( w_p = 1 \) and \( w_j = 0 \), for all \( j \neq p \), and \( u_p = \text{Max}\{a_i\} \). The probabilistic minimum is formed when \( w_q = 1 \) and \( w_j = 0 \), for all \( j \neq q \), and \( u_q = \text{Min}\{a_i\} \).

**Remark 2:** More generally, the step-IPOWA is formed when \( w_k = 1 \) and \( w_j = 0 \) for all \( j \neq k \). Note that if \( k = p \) and \( u_p = \text{Max}\{a_i\} \), the step-IPOWA becomes the probabilistic maximum. If \( k = q \) and \( u_q = \text{Min}\{a_i\} \), the step-IPOWA becomes the probabilistic minimum operator.

**Remark 3.** The APA operator is obtained when \( w_j = 1/n \) for all \( j \). That is:

\[
A-PA (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \frac{1}{n} \beta a_i + (1 - \beta) \sum_{i=1}^{n} p_i a_i ,
\]

**Remark 4:** The A-IOWA operator is formed when \( p_i = 1/n \) for all \( i \). In this case, we get:

\[
A-IOWA (\langle u_1, a_1 \rangle, \langle u_2, a_2 \rangle, \ldots, \langle u_n, a_n \rangle) = \beta \sum_{j=1}^{n} w_j b_j + (1 - \beta) \frac{1}{n} a_i .
\]

Note that if \( w_p = 1 \) and \( w_j = 0 \), for all \( j \neq p \), and \( u_p = \text{Max}\{a_i\} \), the A-IOWA operator becomes the A-Max that it is also known in the literature as the or-like S-IOWA operator and if \( w_q = 1 \) and \( w_j = 0 \), for all \( j \neq q \), and \( u_q = \text{Min}\{a_i\} \), it becomes the A-Min that it is known as the and-like S-IOWA operator (Merigó, Gil-Lafuente 2009; Yager 1993).

**Remark 5:** Some other aggregations could be formed following the recent literature for obtaining OWA weights (Merigó, Gil-Lafuente 2009; Yager 1993). For example, we can consider the following particular cases:

- The arithmetic mean: if \( w_j = 1/n \) for all \( j \) and \( p_i = 1/n \) for all \( i \).
- The median-IPOWA: if \( n \) is odd we assign \( w_{(n+1)/2} = 1 \) and \( w_j = 0 \) for all others. If \( n \) is even we assign for example, \( w_{n/2} = w_{(n/2)+1} = 0.5 \) and \( w_j = 0 \) for all others.
- The weighted median-IPOWA: we select the argument \( b_k \) that has the \( k \)th largest argument such that the sum of the weights from 1 to \( k \) is equal or higher than 0.5 and the sum of the weights from 1 to \( k - 1 \) is less than 0.5.
- The olympic-IPOWA: when \( w_1 = w_n = 0 \), and for all others \( w_j = 1/(n - 2) \).
- The general olympic-IPOWA: if \( w_j = 0 \) for \( j = 1, 2, \ldots, k, n, n - 1, \ldots, n - k + 1 \), and for all others \( w_j = 1/(n - 2k) \), where \( k < n/2 \).
- Centered-IPOWA: if it is symmetric, strongly decaying and inclusive. It is symmetric if \( w_j = w_{j+n-1} \). It is strongly decaying when \( i < j \leq (n+1)/2 \) then \( w_i < w_j \) and when \( i > j \geq (n+1)/2 \) then \( w_i < w_j \) And it is inclusive if \( w_j > 0 \).
Remark 6: Other families of IPOWA operators could be studied by using them both in the probabilities and in the IOWA operator. Moreover, we can consider different types for each of case. Thus, we can consider a wide range of alternatives. In Table 1, we present some of these cases.

<table>
<thead>
<tr>
<th>Prob.</th>
<th>IOWA</th>
<th>Max</th>
<th>Min</th>
<th>AM</th>
<th>Step</th>
<th>Centered</th>
</tr>
</thead>
<tbody>
<tr>
<td>PA</td>
<td>IPOWA</td>
<td>Max-PA</td>
<td>Min-PA</td>
<td>A-PA</td>
<td>Step-PA</td>
<td>Cent-PA</td>
</tr>
<tr>
<td>Max</td>
<td>IOWA-Max</td>
<td>Max</td>
<td>Min-Max</td>
<td>A-Max</td>
<td>Step-Max</td>
<td>Cent-Max</td>
</tr>
<tr>
<td>Min</td>
<td>IOWA-Min</td>
<td>Max-Min</td>
<td>Min</td>
<td>A-Min</td>
<td>Step-Min</td>
<td>Cent-Min</td>
</tr>
<tr>
<td>AM</td>
<td>IOWA-AM</td>
<td>Max-AM</td>
<td>Min-AM</td>
<td>AM</td>
<td>Step-AM</td>
<td>Cent-AM</td>
</tr>
<tr>
<td>Step</td>
<td>IOWA-Step</td>
<td>Max-Step</td>
<td>Min-Step</td>
<td>A-Step</td>
<td>Step</td>
<td>Cent-Step</td>
</tr>
</tbody>
</table>

4. Applicability of the IPOWA operator

4.1. Introduction

The IPOWA operator is applicable in a wide range of situations where it is possible to use probabilistic information and OWA operators. Therefore, we see that the applicability is incredibly broad because all the previous models, theories, etc., that use the probability (or the OWA) can be revised and extended by using the IPOWA operator.

Note that in case we believe that the classical model is enough, we can always reduce the IPOWA to the PA or the IOWA. Therefore, this new model always includes the classical approach. However, we believe that in the future there will be a need to produce various degrees of underestimated and overestimated results because they will provide more complete information in the analysis. Using the model presented in this paper, we can vary the degree of importance of these concepts depending on the particular problem we are analyzing. This will allow us to consider situations where the probability or the OWA is more relevant than the other concept. In the following, we mention some of the main research application areas. Within each field, there are many potential applications.

- Statistics: the IPOWA is a key instrument to revise the majority of the statistical sciences. For example, we can implement it in linear and multiple regressions. We can also extend it to probability theory and a lot of other related areas such as hypothesis testing and inference statistics.
- Fuzzy Set Theory and Soft Computing: all aspects of fuzzy set theory that use statistical techniques based on the PA or the OWA can be revised and extended with the IPOWA operator. Moreover, we can apply it in neural network theory, evolutionary computation, probabilistic reasoning and chaotic computing.
– Decision Theory and Operational Research: decision theory is critically sustained on the use of a wide range of aggregations operators like the IPOWA operator.
– Business Administration: for example, we can apply it in strategic and financial management, accounting, marketing and human resource management.
– Economics and Politics: we can use it for developing more complete economic theories and economic decisions.
– Biology and Medicine: biostatistics can be revised with the IPOWA operator.
– Physics and Chemistry: physical and chemical statistics can be revised by using the IPOWA operator.
– Other sciences: many other applications could be developed in a lot of other sciences such as in psychology, sociology, geography and a wide range of disciplines in engineering.

In summary, any current or future research that uses either the IOWA or the PA can be revised and extended by using this new approach.

4.2. Theoretical applications in statistics

In the following, we implement the IPOWA operator in some key concepts in statistics (McClave, Sincich 2003). Note that these statistical concepts are very useful in an astonishingly wide range of disciplines. For example, we can revise the average and the variance of a population (discrete case) using the IPOWA operator. Note that the average (or the weighted average) should be replaced by the IPOWA operator, using Eq. (4). For the variance, we obtain the following formulation:

\[
\text{Var-IPOWA} (X) = \sum_{j=1}^{n} \hat{p}_j D_j, \tag{10}
\]

where \(D_j\) is the \((x_i - \mu)^2\) value of the Var-IPOWA triplet \(\langle u_i, \mu, x_i \rangle\) having the \(j\)th largest \(u_i\), \(u_i\) is the order inducing variable, \(x_i\) is the argument variable, \(\mu\) is the average (in this case, the IPOWA operator), \(w_j \in [0, 1]\) and \(\sum_{j=1}^{n} w_j = 1\), each argument \((x_i - \mu)^2\) has an associated probability (PA) \(p_i\) with \(\sum_{i=1}^{n} p_i = 1\) and \(p_i \in [0, 1]\), \(\hat{p}_j = \beta w_j + (1 - \beta) p_j\) with \(\beta \in [0, 1]\) and \(p_j\) is the probability (PA) \(p_j\) ordered according to \(D_j\), that is, according to the \(j\)th largest \(u_i\).

Note that Yager (1996, 2006) considered the use of the OWA operator in the variance. Once we have the variance, it is straightforward to obtain the standard deviation (SD) with the IPOWA operator.

The covariance can also be extended by using the IPOWA operator. In this case, we get the following:

\[
\text{Cov – IPOWA} (X, Y) = \sum_{j=1}^{n} \hat{p}_j K_j, \tag{11}
\]

where \(K_j\) is the \((x_i - \mu)(y_j - \nu)\) value of the Var-IPOWA triplet \(\langle u_i, x_i, y_j \rangle\) having the \(j\)th largest \(u_i\), \(u_i\) is the order inducing variable, \(x_i\) is the argument variable of the first set of elements \(X = \{x_1, \ldots, x_n\}\) and \(y_j\) the argument variable of the second set of elements.
\[ Y = \{y_1, \ldots, y_n\}, \mu \text{ and } \nu \text{ are the average (in this case, the IPOWA operator) of the sets } X \text{ and } Y \text{ respectively, } w_j \in [0, 1] \text{ and } \sum_{j=1}^{n} w_j = 1, \text{ each argument } (x_i - \mu)(y_i - \nu) \text{ has an associated probability (PA) } p_i \text{ with } \sum_{i=1}^{n} p_i = 1 \text{ and } p_i \in [0, 1], \hat{p}_j = \beta w_j + (1 - \beta) p_j \text{ with } \beta \in [0, 1] \text{ and } p_j \text{ is the probability (PA) } p_i \text{ ordered according to } K_j, \text{ that is, according to the } j\text{th largest } u_i. \]

From this formulation, we can analyze several measures of correlation, such as the Pearson coefficient (PC) with the IPOWA (PC – IPOWA). It is formulated as follows:

\[
PC - IPOWA = \frac{Cov - IPOWA(X, Y)}{\sqrt{Var - IPOWA(X) \times Var - IPOWA(Y)}}. \tag{12}
\]

The PC – IPOWA is 1 if there is an increasing linear relationship and –1 if there is a decreasing linear relationship. If the variables \(X\) and \(Y\) are independent, then the PC – IPOWA is 0.

Furthermore, we can form a linear regression process using the IPOWA operator. To construct the linear regression model \(y_h = \alpha + \beta x_h\), we calculate \(\beta\) as follows:

\[
\hat{\beta}_{IPOWA} = \frac{Cov - IPOWA(X, Y)}{Var - IPOWA(X)}. \tag{13}
\]

Next, we calculate the \(\hat{\alpha}_{IPOWA}\) value: \(\hat{\alpha}_{IPOWA} = \overline{Y}_{IPOWA} - \beta_{IPOWA} \overline{X}_{IPOWA}\), where \(\overline{X}_{IPOWA}\) and \(\overline{Y}_{IPOWA}\) are the average of the sets \(X\) and \(Y\) calculated by using a IPOWA operator. Once we have \(\hat{\alpha}_{IPOWA}\) and \(\hat{\beta}_{IPOWA}\), we can construct the linear regression model with the IPOWA operator as follows:

\[
y_h = \hat{\alpha}_{IPOWA} + \hat{\beta}_{IPOWA} x_h. \tag{14}
\]

Note that other existing methods can be revised and extended using the IPOWA operator such as in descriptive statistics, inferential statistics, hypothesis testing, correlation and regression, as well as in other scientific areas. Note that when we replace the PA with the IPOWA, we are not deleting the PA from the analysis because it is included in the IPOWA operator.

5. Decision-making with the IPOWA operator

In this Section we present a new decision-making approach by using the IPOWA operator. First, we present some basic forms for decision-making. Next we analyze the decision-making approach with a multi-person analysis. Finally, we develop an illustrative example in strategic decision-making.

5.1. Introduction

In the literature, we find different methodologies for decision-making. For example, we can mention multiple criteria decision-making, group decision-making and game theory. When making decisions, the information may present different degrees of uncertainty.
In general terms, it is assumed that we can distinguish between 3 forms of decision-making processes:

1) Decision-making under certainty: when we know the information that is going to happen in the future. In this case it is more or less easy to make a decision. Some common techniques in these problems are the use of linear programming approaches.

2) Decision-making under risk: when we know the possible outcomes but we do not know which of them is going to happen in the future. However, we can assess the information with probabilities. In this situation it is very common to use probabilistic decision-making techniques such as the expected value.

3) Decision-making under uncertainty: when we know the possible outcomes but we do not know which of them is going to occur in the future and we do not have any probabilistic information.

This general framework has been extended by a lot of authors in different ways. Some of them have focussed on the improvement of decision-making problems under certainty (Figueira et al. 2005), some others in risk problems such as the use of utility theory and some others in the understanding of the uncertainty.

However, it is interesting that these three general categories are not strictly independent and we can find a lot of partial situations that use two of them or even all three. The reason is that the complexity of our world has clearly shown that in order to properly assess real-world problems we have to assume that the information is very heterogeneous and it is not so easy to assess it. Thus, by adding more concepts and interpretation in the decision-making problems, we can introduce a lot of other types of decision-making methodologies.

For example, it is worth noting the use of imprecise information. In the literature, we find a wide range of models for dealing with imprecise information such as the use of interval numbers, fuzzy numbers, linguistic variables and multi-person techniques (Liu 2009, 2011a; Liu et al. 2011; Liu, Su 2010; Liu, Zhang 2010, 2011; Merigó, Casanovas 2010a, 2011a, 2011c; Merigó et al. 2010; Zhang, Liu 2010). Thus, if we focus on these techniques, we can develop a wide range of decision-making approaches. In Table 2 we present the methods that use the previous techniques.

Note that in all these situations we assume that we know partially the outcomes because we know more or less the results but we cannot provide precise results. Thus, we need other techniques to assess the information such as the use of interval numbers, fuzzy numbers, linguistic variables and multi-person techniques.

A further interesting issue to consider is the meaning of the set of arguments aggregated in the decision-making process because this may lead to different interpretations of the information. For example, we can aggregate the information that represents the results obtained according to the states of nature that may occur in the future, the different alternatives that we can select if one state of nature occurs, the different criteria that we can consider and so on.
In decision-making problems it is very interesting to consider a set of arguments $a$ that depend on a set of states of nature $S$ and a set of alternatives $A$. This information can be represented in the following matrix shown in Table 3.

As we can see, we can aggregate the arguments in different ways. In general, we can summarize the problem in three types of decision-making methodologies.

Decision-making “ex-ante”: when we aggregate the information according to an alternative selected and see the potential results depending on the states of nature that happen in the future. That is, select an action and see its potential results (aggregation of a row).

<table>
<thead>
<tr>
<th>Table 2. Decision-making (DM) approaches</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM under certainty</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Interval numbers</td>
</tr>
<tr>
<td>Fuzzy numbers</td>
</tr>
<tr>
<td>Linguistic variables</td>
</tr>
<tr>
<td>Multi-person techniques</td>
</tr>
<tr>
<td>Multi-person techniques + Interval numbers</td>
</tr>
<tr>
<td>Multi-person techniques + Fuzzy numbers</td>
</tr>
<tr>
<td>Multi-person techniques + Linguistic variables</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Matrix with states of nature and alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>$A_h$</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>$A_k$</td>
</tr>
<tr>
<td>PA</td>
</tr>
<tr>
<td>OWA</td>
</tr>
<tr>
<td>IPOWA</td>
</tr>
</tbody>
</table>
Decision-making “ex-post”: when we aggregate the arguments according to a state of nature that occurs and see how we can react. That is, assume that a state of nature happens and see how we can react (aggregation of a column).

Decision-making “ex-ante” and “ex-post”: when we mix both cases in the same decision-making process.

With these three general frameworks, we could again consider a wide range of decision-making approaches by mixing these concepts with the previous ones. If we only consider problems with exact (or precise) information, we could consider the following decision-making approaches shown in Table 4.

Table 4. Decision-making approaches with precise information

<table>
<thead>
<tr>
<th>DM under certainty</th>
<th>DM under risk</th>
<th>DM – uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM “ex-ante” and “ex-post”</td>
<td>DM under certainty “ex-ante” and “ex-post”</td>
<td>DM under risk “ex-ante” and “ex-post”</td>
</tr>
</tbody>
</table>

This table can also be extended by using techniques that deals with uncertain environments that can not be assessed with exact (or precise) information. In Table 5 we present these decision-making approaches. Note that in each case we include decision-making under certainty, risk and uncertainty.

Table 5. Decision-making approaches without exact (or precise) information

|---------------|---------------|--------------------------|
Note that most of the papers in the literature usually focus on decision-making problems “ex-ante”. However, we believe that the use of decision-making problems “ex-post” is very relevant in order to appropriately deal with real-world decisions. For example, the usual management of a company or a country is conditioned both by “ex-ante” and “ex-post” decisions because both processes represent a usual activity in order to obtain the most efficient decisions.

All these approaches can be mixed because the decision-making process usually involves several sources of information so it is very common that each part is assessed with different techniques. Considering the new developments presented in this paper, we want to draw special attention to the use of decision-making problems under risk and under uncertainty in the same formulation. As we have mentioned before, decision-making under risk is usually assessed with probabilities and decision-making under uncertainty with the OWA operator. Therefore, with the introduction of the IPOWA operator, we can assess these two problems in the same formulation and considering the degree of importance of each concept in the analysis. Thus, with the IPOWA operator we can formulate a new decision-making approach:

– Decision-making under risk and uncertainty:
  – If \( b = 1 \), we get decision-making under uncertainty.
  – If \( b = 0 \), we get decision-making under risk.

A further interesting issue when dealing with the IPOWA operator is that we can use subjective and objective probabilities in the analysis. Note that an objective probability is formed with the use of objective information based on experiments, historical data and related techniques. On the other hand, a subjective probability is constructed with the use of subjective information based on the intuition, personal opinions and related techniques. Thus, we can formulate the following decision-making approaches:

– Decision-making under subjective risk and uncertainty:
  – If \( b = 0 \), we get decision-making under subjective risk.
– Decision-making under objective risk and uncertainty:
  – If \( b = 0 \), we get decision-making under objective risk.

Moreover, we can also extend all the previous decision-making approaches presented in Tables 2, 4 and 5 to the case with subjective and objective risk.

Note that there are a lot of other methods and techniques that deal with decision-making problems. Therefore, we can construct a lot of other decision-making approaches as it has been constructed in the previous tables. However, we believe that we have provided an appropriate general overview according to the objectives of the paper.

5.2. Multi-person decision-making process

In the following, we are going to develop a multi-person decision-making process with the IPOWA operator in strategic management. The use of a multi-person analysis provides a more complete representation of the problem because it is based on the opinion of several people. Therefore, we can aggregate the opinion of different people to obtain a representative view of the problem. In strategic management this is very common.
because usually the companies require the use of the opinion of several experts in order to form the most efficient decisions. An example of this approach is the decision-making process of the board of directors of the company. Although the opinion of some persons is usually more relevant than the rest, there are a lot of persons that may condition the final decision.

Note that many other group decision-making models have been discussed in the literature (Merigó, Casanovas 2011b; Wei et al. 2010; Xu 2010; Zhou, Chen 2011). However, in this paper we focus on a multi-person decision-making problem under risk and uncertainty “ex-ante”.

**Step 1**: Let \( A = \{A_1, A_2, \ldots, A_m\} \) be a set of finite alternatives, \( S = \{S_1, S_2, \ldots, S_n\} \), a set of finite states of nature (or attributes), forming the payoff matrix \((a_{hi})_{m \times n}\). Let \( E = \{e_1, e_2, \ldots, e_q\} \) be a finite set of decision-makers. Let \( X = (x_1, x_2, \ldots, x_q) \) be the weighting vector of the decision-makers such that \( \sum_{k=1}^{q} x_k = 1 \) and \( x_k \in [0, 1] \). Each decision-maker provides his own payoff matrix \((a_{hi}^{(k)})_{m \times n}\).

**Step 2**: Calculate the weighting vector \( \hat{P} = \beta \times W + (1-\beta) \times P \) to be used in the IPOWA aggregation. Note that \( P = (p_1, p_2, \ldots, p_n) \) such that \( \sum_{i=1}^{n} p_i = 1 \) and \( p_i \in [0, 1] \) and \( W = (w_1, w_2, \ldots, w_n) \) such that \( \sum_{j=1}^{n} w_j = 1 \) and \( w_j \in [0, 1] \).

**Step 3**: Use the weighted average to aggregate the information of the decision-makers \( E \) using the weighting vector \( X \). The result is the collective payoff matrix \((a_{hi})_{m \times n}\). Thus, \( a_{hi} = \sum_{k=1}^{q} x_k a_{hi}^{(k)} \).

**Step 4**: Calculate the aggregated results using the IPOWA operator (Eq. (4) or (5)). Consider different families of IPOWA operators as described in Section 3.

**Step 5**: Make decisions according to the results obtained in the previous steps. Select the alternative(s) that provides the best result(s). Moreover, establish a ranking of the alternatives from the most to the least-preferred alternative.

This aggregation process can be summarized using the following aggregation operator that we call the multi-person – IPOWA (MP-IPOWA) operator.

**Definition 7**: A MP-IPOWA operator is a mapping \( MP-IPOWA : R^n \times R^q \rightarrow R \) that has a weighting vector \( X \) of dimension \( q \) with \( \sum_{k=1}^{q} x_k = 1 \) and \( x_k \in [0, 1] \) and a weighting vector \( W \) of dimension \( n \) with \( \sum_{j=1}^{n} w_j = 1 \) and \( w_j \in [0, 1] \), such that:

\[
MP-IPOWA \left( \langle u_1, (a_1^1, \ldots, a_1^p) \rangle, \ldots, \langle u_n, (a_n^1, \ldots, a_n^p) \rangle \right) = \sum_{j=1}^{n} \hat{p}_j b_j, \tag{15}
\]

where \( b_j \) is the \( a_i \) value of the IPOWA pair \( \langle u_i, a_i \rangle \) having the \( j \)th largest \( u_i \), \( u_i \) is the order inducing variable, each argument \( a_i \) has an associated probability \( p_i \) with \( \sum_{i=1}^{n} p_i = 1 \) and \( p_i \in [0, 1] \), \( \hat{p}_j = \beta w_j + (1-\beta) p_j \) with \( \beta \in [0, 1] \) and \( p_j \) is the probability \( p_i \) ordered according to \( b_j \), that is, according to the \( j \)th largest \( u_i \), \( a_i = \sum_{k=1}^{q} x_k a_{hi}^{(k)} \), \( a_{hi}^{(k)} \) is the argument variable provided by each person.

Note that the MP-IPOWA operator has similar properties than the IPOWA operator, such as the distinction between descending and ascending orders, and so on.
The MP-IPOWA operator includes a wide range of particular cases following the methodology explained in Section 3. Thus, it includes:

– The multi-person – PA (MP-PA) operator.
– The multi-person – OWA (MP-OWA) operator.
– The multi-person – arithmetic mean (MP-AM) operator.
– The multi-person – arithmetic-PA (MP-AUPA) operator.
– The multi-person – arithmetic-IOWA (MP-AIOWA) operator.

It is possible to consider more complex situations by using different types of aggregation operators to aggregate the experts opinions instead of the weighted average used in Definition 7.

5.3. Application in strategic decision-making

In the following, we present a numerical example of the new approach in a multi-person decision-making problem regarding the selection of strategies. Note that other decision-making applications could be developed in other areas such as construction management (Antuchevičienė et al. 2010), software supported negotiations, real estate investment projects, strategic planning in public institutions and selection of project managers.

**Step 1:** Assume a company that operates in Spain and Portugal is planning the general strategy for the next year and considers six general strategies to follow:

– $A_1 =$ Expand to the French market.
– $A_2 =$ Expand to the Italian market.
– $A_3 =$ Expand to the German market.
– $A_4 =$ Expand to the British market.
– $A_5 =$ Expand to the North African market.
– $A_6 =$ Do not develop any expansion.

To evaluate these strategies, the group of experts of the company considers that the key factor is the economic situation of the world economy for the next period. They consider 8 possible states of nature that could happen in the future:

– $S_1 =$ Very bad economic situation.
– $S_2 =$ Bad economic situation.
– $S_3 =$ Regular – bad economic situation.
– $S_4 =$ Regular economic situation.
– $S_5 =$ Regular – good economic situation.
– $S_6 =$ Good economic situation.
– $S_7 =$ Very good economic situation.
– $S_8 =$ Extremely good economic situation.
The company has 4 experts that are allowed to make decisions with the following weights that represent the importance that each expert has in the analysis: \( X = (0.2, 0.2, 0.3, 0.3) \). Each expert provides his own opinion regarding the benefits of the strategies according to the state of nature \( S_i \) and the alternative \( A_k \) that the company may choose. The results are presented in Tables 6, 7, 8 and 9.

**Table 6. Expert 1**

<table>
<thead>
<tr>
<th></th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
<th>( S_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>60</td>
<td>80</td>
<td>30</td>
<td>70</td>
<td>50</td>
<td>60</td>
<td>90</td>
<td>20</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>30</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>50</td>
<td>70</td>
<td>20</td>
<td>50</td>
<td>70</td>
<td>60</td>
<td>80</td>
<td>30</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>60</td>
<td>70</td>
<td>10</td>
<td>80</td>
<td>60</td>
<td>30</td>
<td>50</td>
<td>20</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>90</td>
<td>20</td>
<td>70</td>
<td>10</td>
<td>50</td>
<td>40</td>
<td>60</td>
<td>30</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>40</td>
</tr>
</tbody>
</table>

**Table 7. Expert 2**

<table>
<thead>
<tr>
<th></th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
<th>( S_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>50</td>
<td>60</td>
<td>30</td>
<td>60</td>
<td>40</td>
<td>70</td>
<td>80</td>
<td>30</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>50</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>30</td>
<td>40</td>
<td>20</td>
<td>80</td>
<td>70</td>
<td>50</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>70</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>20</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>30</td>
<td>40</td>
<td>80</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>20</td>
<td>30</td>
</tr>
</tbody>
</table>

**Table 8. Expert 3**

<table>
<thead>
<tr>
<th></th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
<th>( S_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>30</td>
<td>70</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>60</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>90</td>
<td>80</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>70</td>
<td>70</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>30</td>
<td>60</td>
<td>40</td>
<td>70</td>
<td>60</td>
<td>80</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>

**Table 9. Expert 4**

<table>
<thead>
<tr>
<th></th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
<th>( S_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>40</td>
<td>30</td>
<td>30</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>40</td>
<td>70</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>20</td>
<td>40</td>
<td>70</td>
<td>80</td>
<td>90</td>
<td>60</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>50</td>
<td>70</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>70</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td>50</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>30</td>
<td>40</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
</tr>
</tbody>
</table>
In this example, we assume the following order inducing variables \( U = (2, 3, 9, 8, 7, 6, 5, 4) \). The experts assume the following weighting vector for the IOWA: \( W = (0.1, 0.1, 0.1, 0.1, 0.1, 0.2, 0.2) \); for the probability: \( P = (0.1, 0.1, 0.2, 0.2, 0.1, 0.1, 0.1) \); and \( \beta = 30\% \). In order to assess this problem, first, we aggregate the information of the four experts into one collective matrix that represents the aggregated opinion. Note that each expert gives its real opinion believing that they might be wrong and thus, they are open to hear the opinion of the other experts. Therefore, we assume that there is no attempt from the experts to manipulate the results in order to obtain a final decision that it is closer to the individual opinion of one of them. However, according to the weighting vector \( X \), we see that the opinion of the experts 3 and 4 is more relevant. The results are shown in Table 10.

**Table 10. Collective results**

<table>
<thead>
<tr>
<th></th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
<th>( S_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>43</td>
<td>58</td>
<td>33</td>
<td>59</td>
<td>57</td>
<td>65</td>
<td>61</td>
<td>49</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>22</td>
<td>40</td>
<td>63</td>
<td>73</td>
<td>86</td>
<td>58</td>
<td>40</td>
<td>37</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>25</td>
<td>31</td>
<td>20</td>
<td>53</td>
<td>70</td>
<td>67</td>
<td>80</td>
<td>58</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>38</td>
<td>54</td>
<td>41</td>
<td>67</td>
<td>60</td>
<td>65</td>
<td>63</td>
<td>60</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>46</td>
<td>36</td>
<td>54</td>
<td>70</td>
<td>50</td>
<td>54</td>
<td>60</td>
<td>63</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>30</td>
<td>40</td>
<td>53</td>
<td>60</td>
<td>70</td>
<td>73</td>
<td>59</td>
<td>59</td>
</tr>
</tbody>
</table>

Next, we can aggregate the expected results for each state of nature in order to make a decision by using Eq. (5). In Table 11, we present the results obtained by using different types of IPOWA operators.

**Table 11. Aggregated results**

<table>
<thead>
<tr>
<th></th>
<th>Max-PA</th>
<th>Min-PA</th>
<th>AM</th>
<th>PA</th>
<th>IOWA</th>
<th>IPOWA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>55.37</td>
<td>47.77</td>
<td>53.12</td>
<td>54.1</td>
<td>52.6</td>
<td>53.65</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>66.26</td>
<td>47.06</td>
<td>52.37</td>
<td>57.8</td>
<td>48.1</td>
<td>54.89</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>60.89</td>
<td>42.89</td>
<td>50.5</td>
<td>52.7</td>
<td>46</td>
<td>50.69</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>60.35</td>
<td>51.65</td>
<td>56</td>
<td>57.5</td>
<td>54</td>
<td>56.45</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>59.71</td>
<td>49.51</td>
<td>54.12</td>
<td>55.3</td>
<td>51.5</td>
<td>54.16</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>62.08</td>
<td>49.18</td>
<td>55.5</td>
<td>57.4</td>
<td>51.4</td>
<td>55.6</td>
</tr>
</tbody>
</table>

Moreover, it is possible to establish a ranking of the alternatives by looking to the results obtained in Table 11. In Table 12 we present these results. Note that the first alternative in each ordering is the optimal choice and \( \succ \) means “preferred to”.

**Table 12. Ranking of the strategies**

<table>
<thead>
<tr>
<th>Ordering</th>
<th>Ordering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max-PA</td>
<td>( A_1 \succ A_6 \succ A_7 \succ A_2 \succ A_3 )</td>
</tr>
<tr>
<td>Min-PA</td>
<td>( A_4 \succ A_5 \succ A_6 \succ A_1 \succ A_2 \succ A_3 )</td>
</tr>
<tr>
<td>AM</td>
<td>( A_4 \succ A_6 \succ A_5 \succ A_1 \succ A_2 \succ A_3 )</td>
</tr>
</tbody>
</table>
As we can see, each particular type of IPOWA operator may lead to different results and decisions. The main idea behind this issue is that the decision-maker gets a complete view of the decision process so he knows different scenarios that may occur and select the one that it is in closest accordance with his interests. However, it is worth noting that the decision is affected by risk and uncertainty. Therefore, we do not know if the alternative selected by the decision-maker is the optimal one because we do not know what is going to happen in the future. However, we know that it is the most appropriate decision according to his attitudinal character.

By looking to the example, it seems that $A_4$ is the optimal choice although $A_2$ could also be selected according to the classical probabilistic aggregation.

**Conclusions**

We have introduced a new approach for dealing with risk and uncertain environments. For doing so, we have presented the IPOWA operator. It is an aggregation operator that provides a parameterized family of aggregation operators between the minimum and the maximum. Moreover, it unifies the probability and the OWA operator in the same formulation and considering the degree of importance of each concept in the aggregation. Furthermore, it uses order inducing variables in order to assess complex reordering processes in the aggregation that represent complex attitudinal characters that may include psychological and personal factors in the analysis. We have studied some of its main properties and we have seen that it includes a wide range of particular cases including the probabilistic aggregation (expected value), the OWA operator, the IOWA operator, the arithmetic mean, the probabilistic maximum and the probabilistic minimum.

We have seen that the applicability of this approach is very broad because all the previous studies that use the probability or the OWA operator can be revised and extended with this new model. We have analysed some basic applications in statistics including the use of the IPOWA operator in the variance, in the covariance, in the Pearson coefficient and in a simple linear regression model.

We have focussed on an application in a decision-making model in strategic management. For doing so, we have first reviewed several decision-making approaches that could be used in the analysis including some innovative perspectives like the distinction between “ex-ante” and “ex-post” decisions. We have seen that the use of the IPOWA operator permits to unify decision-making models under risk and under uncertainty in the same formulation and in a flexible way because we can consider the degree of importance of each case in the analysis.

We have developed the decision-making application by using a multi-person analysis that permits to consider the opinion of several persons in the analysis. Thus, we have obtained a new aggregation operator called the MP-IPOWA operator. We have seen that it accomplishes similar properties than the IPOWA operator and a wide range of particular cases including the MP-PA, the MP-IOWA and the MP-AM. The use of this approach in strategic management has shown how we can deal with environments affected with both risk and uncertain factors and how we can provide the decision-maker with the most efficient decision.
In future research, we expect to develop more general extensions of the IPOWA operator by using other representations of the information such as the use of interval numbers, fuzzy numbers and linguistic variables. We will also develop further generalizations by using distance measures, generalized aggregation operators and unified aggregation operators. Furthermore, we will also consider other applications giving special attention to decision theory and statistics.
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