DETERMINANTS OF INNOVATION IN A SMALL OPEN ECONOMY: A MULTIDIMENSIONAL PERSPECTIVE
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Abstract. This paper uses logistic regression analysis to examine how intramural and extramural R&D, acquisition of machinery, equipment and software, acquisition of external knowledge, training, market introduction and other procedures and technical preparations determine the innovation behaviour of manufacturing and service firms. We adopt a multidimensional view of innovation by considering product, process, organizational and marketing innovations as dependent variables separately. The study reports on the Community Innovation Survey (CIS4) of a small open-economy country. The empirical results indicate that intramural R&D has a positive impact on innovation. In contrast, the influence of extramural R&D on innovation is unclear. All innovation activities contribute towards organizational innovation. The study also suggests that there are no significant differences between services and manufacturing firms concerning the propensity to innovation.
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1. Introduction

In the last few years, policy makers have recognized the importance of innovation in business competitiveness. For most economists, innovation is considered a driving force behind a prosperous economy (Schumpeter 1934; Solow 1957; Lundvall 1992; Nelson...
1993; Edquist 1997; Jorgensen, Stiroh 1999). Others point to innovation as the major contributor to the productivity growth and firm performance (Kemp et al. 2003).

At the Lisbon Summit in March 2000, the European Union declared its ambition to make Europe the most competitive and innovative region. According to Post-2010 Lisbon Strategy (European Commission 2008), a long-term perspective is needed to maintain and enhance European living standards considering the ageing (and shrinking) of Europe’s population. The improvement of productivity depends on challenges related to new technologies and innovation.

The innovation process refers to the transformation process in an innovation trajectory (Kemp et al. 2003). According to Pianta (2005), innovation is an extremely differentiated process, specific in its scope, nature and potential impact. Different types of innovation have different outcomes insofar as economic performance, depending on the particular strategies followed by firms and industries.

Most of the studies only refer to process and product innovation (Barras 1986; Brouwer, Kleinknecht 1999; Frenz, letto-Gilles 2003; Pianta 2005; Utterback 1996). However, other innovation typologies become more relevant to firms. Besides products and services, innovation also includes new processes, new organizational models, new distribution channels or new marketing activities and new business concepts, which have a significant impact on productivity and growth (Schumpeter 1934, 1943; Hjalager 2002; CIS 2004; Drejer 2004; Fagerberg 2005; OECD 2005; Weiermair 2006). This paper aims to identify and analyze contributions made by the seven innovation activities of CIS4 (Community Innovation Survey), considering the four different innovation typologies: product, process, organizational and marketing in a small open economy (Portugal).

There are several studies that use some of the innovation activities of CIS4. Most of these studies have examined the relation between size, R&D or multinationality and innovation (Castellani, Zanfei 2007; Frenz, letto-Gilles 2003; Frenz et al. 2005; Criscuolo et al. 2010). Considering the use of CIS databases, most of these studies analyze innovation with regard to R&D (Mohnen, Hoareaou 2002; Criscuolo, Haskel 2003; Mairesse, Mohnen 2005; Höflzl 2009; Kumi-Ampofo, Brooks 2009). However, other important innovation inputs, such as acquisition of machinery and equipment, acquisition of external knowledge, training, marketing activities and other procedures and technical preparations considered in CIS4 have rarely been explored in innovation studies. Also, some empirical studies confirm differences in innovation behavior by sector (Barras 1986; Utterback 1996; Abramovsky et al. 2004). Others studies (Pires et al. 2008) using Portuguese CIS3 conclude that there are few differences between service and manufacturing with regard to propensity to innovate. In addition, Sirilli and Evangelista (1998) find similarities between service firms and the manufacturing ones.

This finding led us to the research question: “Are all the seven innovation activities of CIS4 important to explain propensity to innovate in manufacturing and service sectors in a small open economy?”

The answer to this question may contribute to a better suitability of the CIS4 to measure firms’ propensity to innovate and could provide clues to the formulation of more appropriate public policies.
In the last years several studies used CIS databases. Frenz (2002) identified several aspects to be considered in empirical studies that uses CIS database: 1) possibility of comparison among different CIS editions; 2) use of a large number of observations; 3) analyse categories according with sectors; 4) analyze according with level of knowledge and technology (low, medium and high by sector); 5) possibility to compare the main variables of CIS4.

The contributions of this article are threefold. First, we apply logistic regression to investigate the impact of the seven innovation activities of CIS4 on different innovation typologies of Portuguese firms, using the Community Innovation Survey (CIS) questionnaire guided by Oslo Manual standards (OECD 1997, 2005). Second, we compare the innovation behavior of firms in manufacturing and service sectors. Third, we apply an empirical model, with results that could be useful for firms. The empirical results could provide relevant information about several innovation inputs that can support good practices of innovation management.

The outline of the article is as follows. Section 2 presents a literature review and hypotheses development. Section 3 provides data. Section 4 presents a brief description of the methodology. Section 5 reports the empirical findings. Finally, section 6 is the conclusion.

2. Literature review and hypotheses

The vast majority of innovation studies focus on the distinction between innovation and invention. “Invention is the first occurrence of an idea for a new product or process, while innovation is the first attempt to carry it out into practice” (Fagerberg 2005). In our perspective, innovation is a process that includes invention, commercialization and diffusion with a multidimensional and nonlinear track, which implies the sustainability of the product or service in the market. In the 60s and 70s, some models tried to explain the innovation process. The first models considered innovation as a linear model of (science) push and (demand) pull. This perspective changed in the 80s and more complex models emerged, such as the chain-linked model (Kline, Rosenberg 1986), coupling model (Rothwell, Zegveld 1985). These models explain innovation by looking at complex interactions and linkage mechanisms.

Innovation has been a topic of different studies in economics, management, technology, sociology and may have particular interpretations according to different points of view (Arrow 1962; Pavitt 1984; Cohen, Lewin 1989; Urban 2009). Economics theory received an important contribution from Joseph Schumpeter (1934), who defined economic innovation as:

- The introduction of a new good with which consumers are not yet familiar or of a new quality of a good;
- The introduction of a new method of production, which need by no means be founded upon a discovery scientifically new, and can also exist in a new way of handling a commodity commercially;
- The opening of a new market that is a market into which the particular branch of manufacture of the country in question has not previously entered, whether or not this market has existed before;
• The conquest of a new source of supply of raw materials or half-manufactured goods, again irrespective of whether this source already exists or whether it has first to be created;
• The carrying out of the new organization of any industry, like the creation of a monopoly position (for example through trustification) or the breaking up of a monopoly position.

In order to apply the logistic model, the results of CIS4 (OECD 1997, 2005) are used considering the four innovation typologies: product (good or service) innovation, process innovation, organizational innovation, marketing innovation. Some studies suggest some relations between inputs of innovation and typologies. The most important evidences are the relation between R&D and product, process and marketing innovation (Cohen, Klepper 1991, 1992; Balachandra, Friar 1997; Conte, Vivarelli 2005; Unger 2005). More recently Cardomone (2010), studied the relation between R&D and innovation and confirmed that firms’ R&D investments are positively correlated with the probability of introducing product innovations and negatively with the probability of introducing process innovations. She also confirmed that expenditure on technology acquisition (TA, including equipment, machinery, licenses and software) is positively correlated with the probability of carrying out process innovation and negatively with product innovation.

According to the European Commission (2007), in terms of the nature of innovative activities and innovation performance, there are differences between industry sectors, but there are also differences between firms belonging to the same industry category. The interplay between firm-level factors and industry sector specific conditions clearly deserves more attention in future research in the field of innovation studies. Other studies confirm these differences in innovation by sector (Barras 1986; Utterback 1996; Abramovsky et al. 2004).

Most of the studies only took into account a small number of innovation activities in order to explain the occurrence of innovation. However, the multidimensionality of this phenomenon justifies the importance of considering a set of variables called innovation activities in CIS4:
• Intramural (in-house) R&D – creative work undertaken within the enterprise to increase the stock of knowledge and its use to devise new and improved products and processes “including software development”;
• Extramural R&D – same activities as intramural R&D but undertaken by other companies (including other enterprises within the group) or by public or private research organizations and purchased by the enterprise;
• Acquisition of machinery and equipment – acquisition of advanced machinery, equipment and computer hardware or software to produce new or significantly improved products and processes;
• Acquisition of other external knowledge – purchase or licensing of patents or non-patented inventions, know-how and other types of knowledge from other enterprises or organizations;
• Training – internal or external training for staff specifically for the development and/or introduction of new significantly improved products and processes;
• Market introduction of innovations – activities for the market introduction of new or significantly improved goods or services including market research and launch advertising;
• Other procedures – procedures and technical preparations to implement new or significantly improved products and processes that are not covered elsewhere.

R&D is one of the most used inputs to study where innovation occurs (Cohen, Klepper 1991, 1992; Unger 2005). However, the isolated use of R&D presents some limitations because it reflects only the resources devoted to producing innovative output and does not consider the amount of innovative activity actually achieved (Acs, Audretsch 2003). In this sense, Kleinknecht and Verspagen (1989), and Kleinknecht et al. (1991) have analytically demonstrated that R&D measures incorporate only efforts made to improve innovative activity that are carried out within formal R&D budgets and within formal R&D laboratories. These authors thought that informal R&D is significant especially in small firms.

Considering other variables, Lach and Rob (1996) studied the causal relationship between R&D, and machinery and equipment. Schmookler (1966) expressed the view that improvements in performance associated with technological progress can result either from intramural R&D or from R&D performed in other firms/industrial sectors and embodied in ideas or goods purchased by an industry. Papaconstantinou et al. (1996) argued that “in terms of supply and demand of technology, it establishes that while innovations are developed mainly in a cluster of high technology manufacturing industries, a different cluster of industries in the services sector are the main acquirers of technologically sophisticated machinery and equipment. R&D performance is more concentrated (the top 5 industries account for between 60–80% of total) than technology use (the top 5 user industries account in most countries for 40–50% of total)”.

The following two hypotheses are established:

**H1:** Intramural R&D is positively related to the firms’ propensity to innovate;

**H2:** Extramural R&D is positively related to the firms’ propensity to innovate.

Several authors refers the importance of the expenditure on acquisition of machinery, equipment, software and external knowledge to firm’s propensity to innovate (Mansfield 1988; Shieds, Yong 1994; Archibugi et al. 1995; Weiss 2003; Camacho, Rodriguez 2005; Canepa, Stoneman 2008; Elche, González 2008). This literature review permitted the formulation of H3:

**H3:** Acquisition of machinery and equipment is positively related to the firms’ propensity to innovate.

Considering training, Becker (1964) emphasized the importance of on-the-job training to productivity. He argued that firms will only invest in specific training if they can appropriate the future rent of training. Steedmann (1993) and Krueger (1993) and Autor (2001), Acemoglu and Pischke (1999) complement Becker’s perspective and argued
that noncompetitive labor markets, in combination with a compressed wage structure, can also provide an incentive for firm-sponsored general training because firms can appropriate parts of the expected rent. Also Laursen and Foss (2003) argued that training (internal and external) creates a positive impact to innovation.

According with other authors the impact of trust on knowledge acquisition and innovation research shows that trust increases knowledge acquisition from external partners; contributes to innovation and enlarge business opportunities (Tsai, Ghoshal 1998; Yli-Renko et al. 2001). The literature cited above leads to the formulation of the following hypotheses:

**H4:** Acquisition of other external knowledge is positively related the firms’ propensity to innovate;

**H5:** Training is positively related to the firms’ propensity to innovate.

Several authors suggest that market product introduction is influenced by some factors that can be divided into company level factors and environmental factors (Dess, Beard 1984; Dierickx, Cool 1989; Suarez 2004). The following hypothesis is established:

**H6:** Market introduction of innovations is positively related to the firms’ propensity to innovate.

Mainly in the case of the technological innovation it is required technical preparation and procedures related with learning and utilization process (Cohen, Lenvinthal 1989; Dodgson 1993; Hit et al. 2000). Also Schilling and Werr (2009) found that flexibility in the innovation process can be influenced by technical changes. The following hypothesis is established:

**H7:** Other procedures and technical preparations are positively related to the firms’ propensity to innovate.

### 3. Data

Our empirical study uses the Portuguese Community Innovation Survey 4 (CIS4). This survey coverage included several sub-sectors in services as well as manufacturing, excluding firms recorded as having less than 10 employees as well as excluding non-profit services. The Community Innovation Survey provides information about structural features of the firms (which includes the nationality of the company to which the enterprise belongs and whether the enterprise is or not part of a group belonging to the same company); performance elements; innovation inputs and outputs; barriers to innovation; information sources; innovation protection, and others. Nevertheless some authors (Tether 2001; Arundel et al. 2007) point out some limitations of CIS data, such as, the study of the services sector, the difficulty in measure innovation not based on R&D, the interpretation of many CIS questions as a consequence of innovative capabilities of the responding firms and sophistication of their markets, etc. The data includes 4,504 firms and covers innovation activities for the three years from 2002 to 2004. Of these firms, 2,010 (46.6%) were service firms, and 2,404 (53.4%) were manufacturing firms.
Our aim is to investigate the determinants of innovation behaviour of manufacturing and services companies. To do this we have to choose the dependent variables and the input or independent variables to include in the regression models. Four dichotomous dependent variables are considered: product innovation, process innovation, organizational innovation and marketing innovation.

A product innovation indicates whether or not the firm introduces any new or improved products (goods or services), such as improved software, user friendliness, components or subsystems. The innovation (new or improved) must be new to the enterprise but it does not need to be new to the sector or the market. It does not matter if innovation is originally developed by the enterprise or by other enterprises (CIS4 2006).

A process innovation indicates whether or not the firm introduced any new or improved process, such as new or significant production process, distribution method or support activities for the goods or services. The innovation (new or improved) must be new to the enterprise but it does not need to be new to the sector or to the market. It does not matter if innovation is originally developed by the enterprise or by other enterprises. Exclude purely organizational innovations (CIS4 2006).

Organizational innovation indicates whether or not the firm implemented new or significant changes in the firm’s structure or management methods that are intended to improve firm’s use of knowledge, quality of goods or services or the efficiency of workflow.

Marketing innovation indicates whether or not the firm implemented any new or significantly improved designs on sales methods to increase the appeal of goods and services to enter in new market (CIS4 2006).

Intramural (in-house) R&D (rrdin), extramural R&D (rrdex), acquisition of machinery, equipment and software (rmac), acquisition of other external knowledge (roek), training (rtr), market introduction of innovation (rmar) and other procedures and technical preparations (rpre) were used as inputs or predictors of innovation.

4. Methodology

Logistic regression analysis is used to investigate the effects of a number of explanatory variables on a binary response variable (a variable which can take only two values, 0/1 or no/yes). In our study, this response variable represents the presence or absence of innovation.

Let $Y_i$ be a response variable of interest and $X_{1i}, X_{2i}, \ldots, X_{pi}$ be a set of possible explanatory variables. The logistic regression model can be written as:

$$L_i = \log(\frac{\pi_i}{1-\pi_i}) = \beta_0 + \beta_1 X_{1i} + \cdots + \beta_p X_{pi},$$  

(1)

where

$$\pi_i = E(Y_i = 1 | X_1, \ldots, X_p) = \frac{\exp(\beta_0 + \beta_1 X_{1i} + \cdots + \beta_p X_{pi})}{1 + \exp(\beta_0 + \beta_1 X_{1i} + \cdots + \beta_p X_{pi})},$$  

(2)
is the probability that the event of interest occurs; and

\[
1 - \pi_i = E(Y_i = 0 | X_i^1, ..., X_i^p) = \frac{1}{1 + \exp(\beta_0 + \beta_1 X_{ii} + \cdots + \beta_p X_{pi})},
\]

(3)
is the probability that the event of interest does not occur. Therefore, \( \pi_i/(1 - \pi_i) \) is simply the odds ratio of the event of interest, that is, the ratio of the probability that the event occurs to the probability that it does not occur. In the model (1), \( L_i = \log(\pi_i/(1 - \pi_i)) \) is called the logit and is the natural logarithm of the odds ratio, where the range of probabilities lies between 0 and 1. The odds ranges from 0 to +\( \infty \). \( L \) becomes positive as the odds ratio increases from 1 to +\( \infty \) and becomes negative as the odds ratio decreases from 1 to 0. For a more detailed discussion of logistic regression models, see, for example, Maddala (1983) and Collet (2002).

Logistic regression relies on maximum likelihood estimation rather than OLS estimation. The interpretation of the logistic model given above is as follows. The \( k \)th slope coefficient, say \( \beta_k \), indicates how the predicted values change as the corresponding independent variable changes by a unit (holding other variables constant), that is, it measures the change in the logarithmic odds of success (\( Y = 1 \)) for a unit change in the corresponding independent variable. Since here the predicted values are the logarithms of the odds ratios, we can obtain the estimated odds ratio by computing the exponential of the corresponding slope coefficient as follows: \( \hat{\pi}_i/(1 - \hat{\pi}_i) = \exp(\hat{\beta}_k) \). Then we can subtract 1 from it and multiply the result by 100, \((\exp(\hat{\beta}_k) - 1)\times100\), and we get the percent change in the odds for a unit increase in the \( k \)th regressor.

5. Results

To investigate in which economic sectors innovation is more likely to occur, we obtain a two-way table of absolute and relative frequencies between economic sector and innovation, as shown in Table 1. The manufacturing companies were divided into three industry sectors: low-tech industry, medium-tech industry and high-tech industry. The services companies were divided into two sectors: trade and services, and transport and telecommunications.

For overall data set, the shares of product innovation, process innovation, organizational innovation and marketing innovation were about 26.8%, 23.8%, 36.1% and 18.3%, respectively. The odds of product innovation are 1207/3297 = 0.37, which means that there are 0.37 companies where product innovation occurred for one company where product innovation did not occur. The odds of process innovation, organizational innovation and marketing innovation are 0.31, 0.56 and 0.22, respectively. Medium and high-tech industrial companies have higher odds of innovation than low-tech industrial companies. Trade and services companies and transport and telecommunications companies have lower odds of product innovation and process innovation than high-tech industrial companies, but higher odds of organizational innovation. The odds of presence of innovation are lower than the odds of absence of innovation for all economic sub-sectors.
Table 1. Two-way table of absolute and relative frequencies

<table>
<thead>
<tr>
<th>Sector</th>
<th>Product innovation</th>
<th>Process innovation</th>
<th>Organizational innovation</th>
<th>Marketing innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Low-tech industry</td>
<td>1067</td>
<td>287</td>
<td>1026</td>
<td>328</td>
</tr>
<tr>
<td>Medium-tech industry</td>
<td>383</td>
<td>234</td>
<td>392</td>
<td>225</td>
</tr>
<tr>
<td>High-tech industry</td>
<td>268</td>
<td>164</td>
<td>299</td>
<td>133</td>
</tr>
<tr>
<td>Industry</td>
<td>1718</td>
<td>685</td>
<td>1717</td>
<td>686</td>
</tr>
<tr>
<td>Trade and Services</td>
<td>1421</td>
<td>469</td>
<td>1543</td>
<td>347</td>
</tr>
<tr>
<td>Transport and</td>
<td>158</td>
<td>53</td>
<td>174</td>
<td>37</td>
</tr>
<tr>
<td>telecommunications</td>
<td>74.88</td>
<td>25.12</td>
<td>82.46</td>
<td>17.54</td>
</tr>
<tr>
<td>Services</td>
<td>1579</td>
<td>522</td>
<td>1717</td>
<td>384</td>
</tr>
<tr>
<td></td>
<td>75.15</td>
<td>24.85</td>
<td>81.72</td>
<td>18.28</td>
</tr>
<tr>
<td>Total</td>
<td>3297</td>
<td>1207</td>
<td>3434</td>
<td>1070</td>
</tr>
<tr>
<td></td>
<td>73.20</td>
<td>26.80</td>
<td>76.24</td>
<td>23.76</td>
</tr>
</tbody>
</table>

Table 2 shows the results of the logistic regressions for product innovation, process innovation, organizational innovation and marketing innovation for the whole data and for the data of separated manufacturing and services firms. Table 3 gives the correct classification rate of presence of innovation (sensitivity), the correct classification rate of absence of innovation (specificity) and the overall correct classification rate (CCR).

For product innovation and process innovation regressions, $r_{din}$, $r_{mac}$, $r_{tr}$ and $r_{pre}$ are statistically significant at the 5% level and have odds ratio greater than 1 for both manufacturing and services firms. This suggests that companies which engaged in intramural R&D, acquisition of machinery, equipment and software, training, and other preparations are more likely to innovate than companies that did not engage in it.

There are several studies using CIS databases that relate innovation to R&D (Mohnen 2002; Mairesse, Mohnen 2005; Hölz 2009; Kumi-Ampofo, Brooks 2009). However, it was not possible to identify studies that confirm a positive relation between innovation types and other variables considered in CIS (acquisition of machinery and equipment, training and other procedures). Arundel (2007) also concluded that the majority of scholarly researches on innovation focus almost exclusively on R&D, disregarding other methods that firms use to innovate.

The odds ratios of market introduction of innovations ($r_{mar}$) suggest a positive impact on product innovation but a negative impact on process innovation. In the organizational and marketing innovation regressions, the odds ratio of activities for the market introduction of innovations is also significant at the conventional levels. Several stud-
ies indicate the market-driven businesses create products that transform market needs (Jaworski, Kohli 1993; Narven, Slater 1990). The market-orientated behaviour yields superior innovation and greater new product success (Deshpandé, Webster 1993; Kohli, Jaworski 1990). Other studies confirm the results achieved concluding that businesses with a strong market orientation are best situated for new product success no matter the business environment (Slater, Narver 1994).

Table 2. Logistic regression analysis

<table>
<thead>
<tr>
<th>Data</th>
<th>Variable</th>
<th>Product innovation</th>
<th>Process innovation</th>
<th>Organizational innovation</th>
<th>Marketing innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>All firms</td>
<td>rrdin</td>
<td>3.256*</td>
<td>2.421*</td>
<td>1.781*</td>
<td>1.514*</td>
</tr>
<tr>
<td></td>
<td>rrdead</td>
<td>0.815</td>
<td>0.984</td>
<td>1.449*</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>rmac</td>
<td>4.795*</td>
<td>15.750*</td>
<td>1.518*</td>
<td>1.430*</td>
</tr>
<tr>
<td></td>
<td>roek</td>
<td>1.284***</td>
<td>1.203</td>
<td>1.753*</td>
<td>1.606*</td>
</tr>
<tr>
<td></td>
<td>rtr</td>
<td>2.469*</td>
<td>1.788*</td>
<td>1.771*</td>
<td>0.984</td>
</tr>
<tr>
<td></td>
<td>rmar</td>
<td>2.948*</td>
<td>0.769**</td>
<td>1.641*</td>
<td>4.100*</td>
</tr>
<tr>
<td></td>
<td>rpre</td>
<td>2.102*</td>
<td>2.488*</td>
<td>1.448*</td>
<td>1.661*</td>
</tr>
<tr>
<td>All firms</td>
<td>N</td>
<td>4500</td>
<td>4500</td>
<td>4500</td>
<td>4500</td>
</tr>
<tr>
<td></td>
<td>Log L</td>
<td>–1478.35</td>
<td>–1412.10</td>
<td>–2452.97</td>
<td>–1764.10</td>
</tr>
<tr>
<td></td>
<td>LR Chi²</td>
<td>2274.63*</td>
<td>2105.35*</td>
<td>979.41*</td>
<td>756.50*</td>
</tr>
<tr>
<td></td>
<td>Pseudo R²</td>
<td>0.435</td>
<td>0.427</td>
<td>0.166</td>
<td>0.177</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>rrdin</td>
<td>3.102*</td>
<td>2.026*</td>
<td>1.876*</td>
<td>1.612*</td>
</tr>
<tr>
<td></td>
<td>rrdead</td>
<td>0.924</td>
<td>0.850</td>
<td>1.505**</td>
<td>0.794</td>
</tr>
<tr>
<td></td>
<td>rmac</td>
<td>6.147*</td>
<td>29.847*</td>
<td>1.834*</td>
<td>1.968*</td>
</tr>
<tr>
<td></td>
<td>roek</td>
<td>1.227</td>
<td>0.971</td>
<td>1.970*</td>
<td>1.858*</td>
</tr>
<tr>
<td></td>
<td>rtr</td>
<td>2.841*</td>
<td>2.306*</td>
<td>2.026*</td>
<td>1.114</td>
</tr>
<tr>
<td></td>
<td>rmar</td>
<td>3.582*</td>
<td>0.807</td>
<td>1.340**</td>
<td>4.534*</td>
</tr>
<tr>
<td></td>
<td>rpre</td>
<td>2.243*</td>
<td>2.299*</td>
<td>1.504*</td>
<td>1.542*</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>N</td>
<td>2401</td>
<td>2401</td>
<td>2401</td>
<td>2401</td>
</tr>
<tr>
<td></td>
<td>LR Chi²</td>
<td>1378.56*</td>
<td>1456.70*</td>
<td>597.72*</td>
<td>493.63*</td>
</tr>
<tr>
<td></td>
<td>Pseudo R²</td>
<td>0.481</td>
<td>0.508</td>
<td>0.207</td>
<td>0.221</td>
</tr>
<tr>
<td>Services</td>
<td>rrdin</td>
<td>3.162*</td>
<td>2.948*</td>
<td>1.872*</td>
<td>1.404**</td>
</tr>
<tr>
<td></td>
<td>rrdead</td>
<td>0.795</td>
<td>1.245</td>
<td>1.329***</td>
<td>1.268</td>
</tr>
<tr>
<td></td>
<td>rmac</td>
<td>3.162*</td>
<td>4.146*</td>
<td>1.530*</td>
<td>1.010</td>
</tr>
<tr>
<td></td>
<td>roek</td>
<td>1.370***</td>
<td>1.568*</td>
<td>1.605*</td>
<td>1.408***</td>
</tr>
<tr>
<td></td>
<td>rtr</td>
<td>2.794*</td>
<td>3.360*</td>
<td>1.296*</td>
<td>0.898</td>
</tr>
<tr>
<td></td>
<td>rmar</td>
<td>2.796*</td>
<td>0.785</td>
<td>1.999*</td>
<td>3.841*</td>
</tr>
<tr>
<td></td>
<td>rpre</td>
<td>1.958*</td>
<td>3.017*</td>
<td>1.413**</td>
<td>1.804*</td>
</tr>
<tr>
<td>Services</td>
<td>N</td>
<td>2099</td>
<td>2099</td>
<td>2099</td>
<td>2099</td>
</tr>
<tr>
<td></td>
<td>Log L</td>
<td>–704.12</td>
<td>–599.41</td>
<td>–1241.83</td>
<td>–879.21</td>
</tr>
<tr>
<td></td>
<td>LR Chi²</td>
<td>946.38</td>
<td>795.71</td>
<td>398.90</td>
<td>289.09</td>
</tr>
<tr>
<td></td>
<td>Pseudo R²</td>
<td>0.402</td>
<td>0.399</td>
<td>0.138</td>
<td>0.141</td>
</tr>
</tbody>
</table>

Note: Predictor variable effects are reported as odds ratios; LR Chi² is the likelihood-ratio chi-squared test; The McFadden (1973) Pseudo R² is computed as 1-log(Lf)/log(Li), where log(Li) is the initial iteration’s log-likelihood and log(Lf) is the final iteration’s log-likelihood.

*, ** and *** indicates significant at 1%, 5% and 10% level, respectively.
The acquisition of other external knowledge (roek) has a positive significant effect on innovation (both product and process) in service firms but not in manufacturing firms. In the product, process and marketing innovation regressions, the odds ratio of extramural R&D is not statistically significant at the 10% level. Some studies point out that organization cannot rely exclusively on internal sourcing but also require knowledge from beyond their boundaries when developing their innovations (Rigby, Zook 2002). Additionally, other studies confirm that as well as doing own research and development, firms typically use knowledge sources external to the firm through licensing, contracting out R&D, acquiring other firms, or attracting qualified researchers embodying relevant knowledge (Arora, Gambardella 1994; Cockburn, Henderson 1998; Granstrand et al. 1992). However, some empirical studies have found evidence of the effects of external knowledge-sourcing strategies on the development of both product and process innovations (Vega-Jurado et al. 2009). This conclusion could justify the differences between services and manufacturing firms.

The statistical significance and magnitude of the odds ratios for organizational innovation regressions are also very encouraging. All variables have significant and positive effects on organizational innovation for both manufacturing and service firms. Pierce and Delbecq (1977) refer that the conceptualization of organizational innovation suggests that innovation within an organization is a complex multiphased activity moving from initiation to adoption and implementation. This approach considers organizational innovation as a sum of several inputs inside the organization. Additionally, Cohen and Levinthal (1990) confirm that outside sources of knowledge are often critical to the innovation process, in any organizational level at which the innovating unit is defined. The results suggest that organizational innovation requires transversal inputs and assumes relevance in both sectors (services and manufacturing).

Intramural R&D, other external knowledge acquisition, marketing activities and other procedures and technical preparations contribute positively to marketing innovation.

### Table 3. Performance evaluation measures

<table>
<thead>
<tr>
<th>Data</th>
<th>Criteria</th>
<th>Product innovation</th>
<th>Process innovation</th>
<th>Organizational innovation</th>
<th>Marketing innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>All firms</td>
<td>Sensitivity</td>
<td>69.27%</td>
<td>67.67%</td>
<td>52.59%</td>
<td>32.89%</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>89.50%</td>
<td>89.34%</td>
<td>87.13%</td>
<td>95.16%</td>
</tr>
<tr>
<td></td>
<td>CCR</td>
<td>84.07%</td>
<td>84.20%</td>
<td>74.67%</td>
<td>83.76%</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>Sensitivity</td>
<td>65.57%</td>
<td>80.41%</td>
<td>51.87%</td>
<td>37.83%</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>92.02%</td>
<td>89.23%</td>
<td>89.46%</td>
<td>94.34%</td>
</tr>
<tr>
<td></td>
<td>CCR</td>
<td>85.34%</td>
<td>86.71%</td>
<td>78.59%</td>
<td>84.38%</td>
</tr>
<tr>
<td>Services</td>
<td>Sensitivity</td>
<td>62.64%</td>
<td>51.44%</td>
<td>55.48%</td>
<td>22.94%</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>89.92%</td>
<td>94.00%</td>
<td>82.21%</td>
<td>96.47%</td>
</tr>
<tr>
<td></td>
<td>CCR</td>
<td>83.13%</td>
<td>86.23%</td>
<td>70.37%</td>
<td>82.42%</td>
</tr>
</tbody>
</table>

**Note:** Sensitivity is the percentage of observations with predicted probability greater than or equal to 0.5 given that innovation occurred \((Y = 1)\); Specificity is the percentage of observations with predicted probability lower than 0.5 given that innovation did not occur \((Y = 0)\); CCR is the overall correct classification rate.
Extramural R&D and training effects appear to be unimportant in marketing innovation, while acquisition of machinery, equipment and software is significant in manufacturing firms but not in services firms.

Best sensitivity (80.41%) is obtained for the process innovation model for manufacturing firms. The marketing innovation model for services firms has the best specificity (96.47%). The overall correct classification rate is over 83% for product innovation, process innovation and marketing innovation models for the whole data, while the correct classification for organizational innovation is about 75%. However, the differences between manufacturing and services firms turn out to be not statistically different.

6. Conclusions

This study is an examination into a multidimensional view of innovation with respect to product, process, organizational and marketing innovation. Logistic regression modeling was used to evaluate the effect of intramural (in-house) R&D, extramural R&D, acquisition of machinery, equipment and software, acquisition of other external knowledge, training, market introduction of innovation and other procedures and technical preparations to increase the odds of innovation.

The results indicate that intramural R&D has a positive impact on innovation, as suggested by others studies. In contrast, the influence of extramural R&D on product, process and marketing innovations is not statistically significant. Our interpretation of this finding is that companies perhaps prefer to invest in intramural R&D because it is easy to protect and appropriate of the knowledge, and the innovation management process (from idea to innovation outcome) is controlled by the company. Consequently, this kind of R&D allows for knowledge internalization and core business focus. Apart from this, intramural R&D investment is probably related with the motivation to achieve high efficiency, particularly through cost reductions in the long term, mainly in the case of large firms that have R&D departments. Our results also show that the acquisition of machinery and equipment, the acquisition of other external knowledge and other procedures and technical preparations have a substantial influence on all types of innovations. Some of these innovation inputs may be related with access to new technologies and intangible resources that firms can outsource (when a firm lacks the right competencies). In addition, the results strongly confirm that all the innovation predictors are important to organizational innovation. This finding supports the multidimensional perspective of innovation typology.

Regarding our research question: “Are all the seven innovation activities of CIS4 important to explain propensity to innovate in manufacturing and service sectors?” we have reached the conclusion that all the seven innovation activities of CIS4 are relevant to explain propensity to innovate, despite the few situations were innovation activities do not contribute to firms’ propensity to innovate (see Table 4). Additionally, the results reveal small differences between manufacturing and service innovation. This corroborates others studies that show that services and innovation in services is essentially similar to
manufacturing and innovation in manufacturing. These results suggest that differences in innovation management between service and manufacturing become less important, in part because of the hybridization of products and services.

Finally, this empirical study presents new research work that uses the seven innovation activities of CIS4 to explain firms’ propensity to innovate and confirms the suitability of these indicators in a small open economy.

However, some limitations of this study can be identified. Firstly, the input variables selected from CIS data could not cover all relevant types of input innovation, particularly in the case of the services sector. Secondly, there’s a difficulty in generalizing the findings as applied to the Portuguese economy with relation to others economies with different economic features. In conclusion, it would be interesting to widen the scope of this study to include other European economies where the manufacturing sector is more relevant, and verify possible differences or similarities.
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