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Abstract. A success of the currently implemented projects and measures is determined not only by the urgency and soundness 
of idea and the size of the budget, but also by the direction of resources to those users and organizations, from which the 
largest return could be expected, by the public opinion about the current business and a success of project presentation in 
various forms of mass media. For identifi cation of target market, to which the business strategy will be directed, one should 
know the features, needs and opinions of the users in order to defi ne the coherent homogenous groups. Various mathematical 
models are applied to defi ne these groups. When developing the empirical topology the factor and cluster analysis methods 
are mostly used. Logit regression may be used to analyse and forecast relations of the dependent dichotomic variable and 
independent variables measured at any scale. Above-given algorithms of the quality data analysis are illustrated by the case 
when the dependent variable is of dichotomic nature. Drafting general plans of Akmenė region a questionnaire survey of 
inhabitants of the region and towns was carried out. Application of quality analysis methods is a valuable measure enabling 
specialists and planners to apply the proposed solutions by taking account of their specifi c features and peculiarities.
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1. Introduction 

When taking strategic decisions, implementing new 
projects and developing business strategies the specifi c 
market research more and more frequently becomes the 
basis for the specialists. The idea that social phenomena 
may be measured and researched is rather new. Lately, 
social researches have been actively developed in the 
fi eld of marketing (Crouch, Housden, 2003; Gummes-
son, 2000; Gilbert, Churchill, 1999). 

When developing the empirical topology the factor 
and cluster analysis methods are mostly used. For this 
purpose the interrelated variables are grouped into dif-
ferent categories (quality of life, stability, health pro-
tection, legal base), which can be used to make the 
groups of objects with similar characteristics, to defi ne 
and compare their relationships. The exploratory factor 
analysis is most widely applied to defi ne and describe 
the relationships between the variables and patterns. 
Where it is suspected that the data collected (reporting 
data, answers to a questionnaire, personality character-
istics or political beliefs) can be interrelated in complex 
relations, the factor analysis methods untangle these 

relationships, separate them and help to defi ne the vari-
ation patterns. Each pattern appears as a factor delineat-
ing a distinct cluster of interrelated data.

The cluster analysis methods are successfully applied 
for the analysis of socio-economic problems, identifi -
cation of territorial differences. In recent years cluster 
analysis became a constituent part of data acquisition 
technologies and, together with the other methods, is 
used to defi ne the groups with similar patterns. If the 
number of variables is high the cluster and the factor 
analysis methods are combined. 

In recent years a segmentation problem gets more and 
more attention, new segmentation methods are being 
developed, the currently used methods are being im-
proved. Applying the probability methods the assign-
ment of points to clusters can be performed by calculat-
ing the posterior probability of a point belonging to a 
cluster. Another class of segmentation methods is based 
on eigenvectors of the affi nity matrix with different 
defi nitions of affi nity. These algorithms use dominant 
eigenvector of matrices to perform segmentation (Shi, 
Malik, 1997; Perona, Freeman, 1998).  
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Social and market researches have a characteristic fea-
ture of the prevailing qualitative information, which 
does not satisfy major assumptions used in the multiple 
statistical methods. One of the frequently solved tasks 
is to forecast the values of category variables and to 
be able to distinguish two or more market segments. 
The article analyzes forecasting of dichotomic catego-
ry variables and creation of two segments according 
to the weights of independent variables by applying 
a logit regression model. This model is suitable to be 
used under rather general assumptions: normal distribu-
tion of variables and residuals is not required. As the 
other regression models, this model can also include 
the pseudo-variables.

2. Qualitative data and analysis methods

Surveys use not only quantitative variables with a spe-
cifi cally defi ned scale (investment, income, prices, in-
habitants, migration, unemployment, crimes, etc.) but 
also variables that in essence are of qualitative nature 
(wishes, intentions, social, economic or political chang-
es, gender, race, religion, etc.) (Cannon, 1992; Chetty, 
1996; Morgan, Smircich, 1980). 

Qualitative variables usually show availability or non-
availability of a certain feature. Such feature may be the 
following: male or female, Christian or non-Christian, 
black or white, etc. One of the ways helping to de-
fi ne such variables is conclusion of artifi cial  variables 
that are able of gaining on such values as 1 or 0. For 
example: 1 may mean that a person is male, 0 that a 
person is female; 1 may mean that a person is with 
higher education, 0 may mean that a person is without 
higher education, etc. Variables with the values of 0 
or 1 are also called pseudo-variables. They are also 
called dichotomic variables, binary variables and indi-
cated variables.

Although pseudo-variables usually have the values of 
0 and 1, it is not a mandatory condition. The pair (0.1) 
may be transformed into the pair of another shape in the 
linear function (Y = a + bK (b ≠ 0) when a and b are 
constants, and K may have the value of 1 or 0. When 
K = 1, then Y = a + b; and when K = 0, then Y = a. So 
the pair (0,1) becomes the pair (a; a + b).  For example, 
when a = 1 and b = 2, then the pseudo-variable may 
be (1, 3). Thus, quantitative variables do not have a 
natural measurement scale (Juškevičius, Burinskienė, 
2004). The analysis of qualitative data is the most com-
plicated stage of the research. In order to provide results 
of the research that would refl ect the transformation of 
the initial data into the new information, a surveyor of 

qualitative research has to be actively engaged in ana-
lytical work and implement all stages of the research. 
The stages of qualitative analysis must be understood 
not only to be able to carry out qualitative researches 
but also to be able to read, assess and interpret them 
(Wolcott, 1990; Strauss, 1987). 

The qualitative analysis consists of different methods 
intended for singling out, analysis and comparison of 
meaningful patterns or themes and for determination 
and interpretation of contrast. Meaningfulness is de-
fi ned by goals and tasks of the project research. The 
same data may be analysed and synthesised in different 
profi les depending on the tasks of the research. Differ-
ent research methods – methods of constant compara-
tive, phenomenological, ethnogra phic or descriptive 
and textual analysis – are chosen taking account of the 
data type, research goals and philosophical standpoint. 
However, there are several general features that make 
a difference between qualitative and quantitative re-
search (Curran, Blackburn, 2001; Gill, Johnson, 1997; 
Harvey, Pettigrew, Ferlie, 2002). The data of quantita-
tive data analysis usually have a digital form and are 
obtained for measuring the features of the researched 
object applying different measurement scales. Mean-
while, words serve as the material of the qualitative 
data analysis. Carrying out the qualitative analysis, the 
set of rules and procedures is much less than the sets 
of statistical analysis methods applied for quantitative 
analysis. 

The following parts of the qualitative analysis could 
be singled out:  
• absorption into a researched phenomenon;
• synthesis of the image of the researched phenom-

enon, taking account of relations and interaction with 
its aspects;

• theoretical reasoning on relations and their infl u-
ence;

Great diversity is characteristic of the qualitative data: 
their database may consist of open and closed ques-
tions, half-structural interviews, focus group surveys, 
results of project or associative researches, etc. There 
are no restrictions with regard to the data of qualita-
tive databases and they gain increasingly more variable 
forms, namely: audio and video entries, photographs, 
stenographs of political sessions, etc. Qualitative data 
may include anything that is presented in non-quantita-
tive form or is not entered into a quantitative form. The 
major difference between quantitative and qualitative 
data mainly lies in the principles of assumptions and 
analysis. Surveyors of qualitative researches assume 
in advance that the goal of the science is to reveal the 
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objective laws existing in the world by using scientifi c 
methods, which will help to get a fuller conception 
of reality (Dzemydienė, Rudzkienė, 2003; Alvesson, 
Sköldberg, 2000; Storey, 1997). Qualitative surveyors, 
although their initial positions are similar, acknowledge 
that the reality being surveyed is related to human ex-
perience and this experience is subjective and gained 
in a certain social context and historical time. Thus, 
qualitative surveyors are more interested in revealing 
knowledge on how people think, also on their feelings 
and estimation of the existing situation and not in sub-
stantiating feelings and thoughts of people. 

During the whole period of qualitative analysis, the sur-
veyor must answer the following questions:
• What patterns and general themes are characteristic 

of specifi c questions? What is the meaning of these 
patterns (or absence of these patterns) for wider com-
prehension of the question? 

• Are there any deviations from these patterns? If yes, 
which factors could serve for explaining such non-
typical answers?

• What interesting plots arise from these answers? 
How could plots help to wider comprehend the ques-
tion?

• Do the received patterns and unexpected discover-
ies mean that additional data should be collected? 
Should some questions be analysed anew?

• How do the received patterns fi t to the results of pre-
vious researches? If not, how could these differences 
be explained?

3. Application of regression models for the 
analysis of qualitative data

Material collected during interviews, deep and half-
structural interviews, or through project tests or asso-
ciative methods becomes useful only after it is prop-
erly described, analysed and interpreted. To that end, 
qualitative and quantitative analysis methods intended 
for determination of the features of goods and serv-
ices that are most important for the users are applied. 
During analysis, a relative importance and weight of 
every feature is defi ned. Designing and production of 
a successful product or service depend on the achieved 
results. 

Different algorithms and computer programmes of anal-
ysis use qualitative and quantitative analysis methods 
and different measurement systems. Such use refl ects 
potential methods and algorithms of data measurement 
and collection. Models of categorical measurements, 
ANOVA models, regression methods and linear pro-
gramming methods are worth noting. 

OLS (Ordinary Least Squares) regression models are 
most simple and frequent.  With the help of a traditional 
least square method the same results are received as 
in case of other possible methods, but its application 
and interpretation are easier. OLS models may also use 
pseudo-variables. Dependent variable of this model es-
timates opinions of respondents by profi les described 
by independent variables. 

In regressive models pseudo-variables are used in the 
same way as qualitative variables. Really, the regres-
sion model may have several auxiliary variables that in 
essence are qualitative. Here, a question should arise: 
would not it be better to analyse the cases of a qualita-
tive variable separately? For example, if we analyse the 
dependence of the salary on the work experience and 
gender, we should separately analyse the dependence of 
the salary on the work experience of men and women. 
In this case the following rule should be followed: if the 
dependence of the men’s salary on the work experience 
is described by the same function as the dependence of 
women’s salary on the work experience with only an 
addition described by the feature “male” of the variable 
“gender” (regression lines are parallel), then it is advis-
able to use pseudo-variables. When the dependence of 
variables is described by different functions (with dif-
ferent coeffi cients; regression lines are not parallel), 
such cases should be analysed separately.

In the cases when a direct relation between one dicho-
tomic variable and one or more independent variables 
has to be determined, the methods of logit regression 
are applied. Logit regression is used when the depend-
ent variable may gain two values. For example, a voter 
may vote for a certain political party and may refuse to 
vote for it; a student may pass an exam and may fail; a 
patient may recover and may fail to recover; a competi-
tion may be won and may be lost, etc.  

Why in order to calculate regression coeffi cients stand-
ard multiple regression models do not suit? Multiple re-
gression “does not know” that the nature of the depend-
ent variable is dichotomic, thus the concluded model 
may serve to forecast values higher than 1 and lower 
than 0. Therefore, standard models of multiple regres-
sion would ignore restrictions (dichotomic nature) ap-
plied to the dependent variables.

Regression models may be concluded in the way that 
instead of forecasting a binary variable a continuous 
variable will be forecasted which will naturally fl uctu-
ate between 0 and 1. Usually the following two models 
are used: logit regression and probit regression.
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4. Logit regression model

Logit regression may be used to analyse and forecast 
relations of the dependent dichotomic variable and in-
dependent variables measured at any scale (independ-
ent variables and residuals may be without normal dis-
tribution). Nominal scales present substantial problems 
from the standpoint of conceptualization, as well as 
complexities (Borooah, 2002; Chetty, 1996; Chris-
tensen, 1997). For classifying individuals into several 
distinct categories the approach of discriminant analy-
sis is useful. An alternative approach whenever there 
are multiple categories for a dependent variable is to 
dichotomize successively, each time comparing one of 
categories with all of the others, or perhaps a subset of 
them. Applying logit regression model the forecasted 
values will never exceed (and be equal to) 1 and will 
never be below (and equal to) 0. That is achieved by 
applying logit regression model: 

                       
(1)

It is obvious that whatever x values are, the forecasted y 
values of the model will always be between 0 and 1. 
This model is called logit due to the fact that it is eas-
ily linearised applying logit transformation. As the de-
pendent variable y fl uctuates from 0 to 1, it may be 
analysed as a continuous probability p that fl uctuates 
between 0 and 1. This probability may be transformed 
as follows:

                                                           
(2)

This transformation is called logit transformation. As 
p' may theoretically gain any value from minus to plus 
infi nity, thus these transformed values may be used in 
a usual linear regression model:

                              (3)

When the dependent variable is dichotomic, then the 
assumption of the regression analysis that the disper-
sion of all residuals is the same is not satisfi ed, thus 
the maximum probability model is used to assess the 
parameters instead of using the least squares. 

There are certain complications in working with log-
linear models. One is that the assumption of homo-
scedasticity of the error term may be violated, espe-
cially if the proportions in the total sample are close 
to either 0 or 1. 

5. Application of the logit regression model in 
the survey of public opinion

Above-given algorithms of the quality data analysis are 
illustrated by the case when the dependent variable is 
of dichotomic nature. 

Drafting general plans of Akmenė region and Naujoji 
Akmenė, Akmenė and Venta towns, at the stage of the 
assessment of the existing state a questionnaire survey 
of inhabitants of the region and towns was carried out; 
it was arranged by the employees of Akmenė region 
municipality bearing direct responsibility for the ar-
rangement of general planning of the above-mentioned 
territories. The survey was carried out using cultural 
objects located in the area, such as libraries, schools, 
community centres, etc.  The total number of question-
naires was 600; after rejecting questionnaires with mis-
takes only 521 questionnaires remained. 

One of the goals of the research is to fi nd out businesses 
to be developed in Akmenė region in the opinion of the 
inhabitants of the region. To this end, inhabitants were 
given a closed question: “What kinds of businesses in 
your opinion should be developed in Akmenė region?” 
and the following possible answers were offered: tour-
ism; rural tourism; agriculture; cafés and restaurants; 
construction; minor services; no opinion. Analysing 
features of inhabitants in whose opinion tourism and 
rural tourism business should be developed, the fol-
lowing 5 features out of 185 turned out to be signifi cant 
(verifying signifi cance by t criterion): 1) assessment of 
work of municipality’s administration (x1); 2) an offer 
to develop the residential location of Papilė (x2); 3) age 
factor (x3); 4) education (x4); 5) watching television 
LNK (x5). Having calculated estimators of logit regres-
sion parameters, the following equation was received: 

               (4)

Equation (4) parameters are related to ln(p/(1-p)) but 
not directly to the opinion of inhabitants. In order to 
fi nd out probability of inhabitants’ opinion formula (2) 
is applied in every specifi c case. Inhabitants consider-
ing that tourism should be developed gave a very good 
estimation to the work of municipality’s administration; 
they offer to develop Papilė, are young, have higher or 
college education and usually watch television LNK. 
The probability that an inhabitant with these features 
will offer to develop tourism or rural tourism is at least 
0.85. 

Features of inhabitants who offer development of agri-
culture are different. In this case, the following out of 
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185 features are statistically signifi cant: going to trade 
and recreation centre by bus (x1); surroundings of the 
house/apartment would improve after building of the 
street (x2); an offer to develop the residential area of 
Akmenė (x3); a favourite regional newspaper Vienybė 
(x4); favourite televisions LNK and TV3 (x6). In this 
case, the logit regression equation gains the following 
shape (5):  

           (5)
         
After transformation of equation (5) into the initial 
shape it would result in the fact that inhabitants of-
fering development of agriculture, have different fea-
tures from those who offer development of tourism. 
This group of inhabitants who gave low assessment 
for getting to trade and recreation centres by bus think 
that their residential surroundings would be improved 
by a built street, they offer to develop residential area 
of Akmenė and usually read the newspaper Vienybė, 
watch LNK and do not watch TV3. The probability that 
a persons with such features will be for development of 
agriculture is at least 0.9. 

The data collected during such surveys allow to esti-
mate specifi c features of inhabitants of towns and re-
gions of Lithuania and to defi ne their scale of values 
and preferences. At fi rst glance, people living in small 
administration units of Lithuania seem to be very dif-
ferent and have different plans for their future activi-
ties. After defi ning these characteristic features of local 
inhabitants, perspectives of development and priority 
given to the way of development could be foreseen:  
will inhabitants want to concentrate at perspective 
settlements or will they remain supporters of special 
structure? Possibilities of choice and stereotypes of 
thinking will exert infl uence on perspective given in 
the planning documents for the period of 20 and 10 
years when calculating and itemising solutions.  Dur-
ing the whole process of planning, a public dialogue 
should exist between inhabitants, whose interests are 
represented by local politicians and plan drafters, i.e. 
specialists proposing perspective solutions; this dia-
logue should be based on mutual understanding and 
trust, as without consensus no rational solution could 
be achieved, which would result in poorer living qual-
ity of inhabitants in future or achievement of quality 
would be more complicated and will need more time. 
Therefore, application of quality analysis methods is a 
valuable measure enabling specialists and planners to 
better know local inhabitant and to apply the proposed 
solutions by taking account of their specifi c features 
and peculiarities.  

6. Conclusions

Marketing researches usually become the reason 1. 
for innovations or help to develop new strategies 
that professionals sometimes fail to see without 
market researches. A research-based strategic plan 
of companies may earn trust of external estimators 
and substantiate applications for fi nancing or other 
resources.
The major difference between quantitative and 2. 
qualitative data mainly lies in the principles of as-
sumptions and analysis. The analysis of qualitative 
data is the most complicated stage of the research. 
In order to provide results of the research that would 
refl ect the transformation of the initial data into the 
new information, a surveyor of qualitative research 
has to be actively engaged in analytical work and 
implement all stages of the research.
In the cases when a direct relation between one 3. 
qualitative variable and one or more independent 
variables has to be determined, the non-standard 
methods of multiple regression are applied. With 
qualitative variables the standard regression models 
would ignore restrictions (e.g., dichotomic nature) 
applied to the dependent variables. 
Analysing what businesses should be developed 4. 
in the opinion of Akmenė inhabitants, the obtained 
results helped to reveal features characteristic of 
groups of inhabitants offering development of dif-
ferent types of business.
Once the segments of inhabitants are defi ned it is 5. 
possible to strategically more successfully select the 
regional development strategies, to direct funds for 
business development. The effi ciency of the planned 
projects is signifi cantly higher when knowing the 
segments of inhabitants and their features. Applica-
tion of quality analysis methods is a valuable meas-
ure enabling specialists and planners to better know 
local inhabitant and to apply the proposed solutions 
by taking account of their specifi c features and pe-
culiarities.
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