NEURAL NETWORKS SURROGATE MODELS FOR SIMULATING PAYMENT RISK IN PAVEMENT CONSTRUCTION
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Abstract. A common provision in quality control/quality assurance (QC/QA) highway pavement construction contracts is the adjustment of the pay that a contractor receives on the basis of the quality of the construction. Previous studies have shown that computer simulations can provide a better, more detailed examination of the pay schedule than is possible by simply determining the expected pay. In particular, the simulation process can provide an indication of the variability of pay at various quality levels and can identify the factors most responsible for pay adjustments. Stochastic simulation models are very useful in estimating and analyzing payment risk in highway pavement construction. However, such models are constrained by their computational requirements, and it is often necessary to couple them with simpler models to speed up the process of decision-making. This paper investigates the use of Neural Networks (NN) to build surrogate models for a pavement construction payment-risk prediction model. The results show that although the average error associated with the NN predictions are acceptable; in some particular cases the errors may be unacceptably high.
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1. Introduction

Quality control (QC) is a procedure or set of procedures intended to ensure that a manufactured product adheres to a defined set of quality criteria or meets the requirements of the client or customer, whereas quality assurance (QA) is intended to ensure that a product under development (before work is complete, as opposed to afterwards) meets specified requirements. QA specifications are an important component of an organization’s commitment to overall quality management, and consist of several activities, including process control, acceptance, and sometimes – independent assurance of a product (Buttlar and Harrel 2000).

Specifications for the construction of asphalt pavements can generally be classified into method-related specifications (MRS), end-result specifications (ERS), performance-related specifications (PRS), or combinations thereof. Method specifications give a set of procedures, that if followed by the contractor, will result in full payment for the constructed facility. This places a great deal of testing burden on the agency rather than the contractor. End-result and performance-related specifications, as their names imply, require a contractor to achieve specified as-produced or as-constructed quality levels, which are ideally linked to the attainment of good future performance. These types of specifications shift most or all of the responsibility for producing a high quality product to the contractor, and should ideally offer the contractor complete freedom in the methods used to arrive at these quality levels (Buttlar and Harrell 2000).

Quality is estimated by measuring certain quality characteristics like density, air voids, asphalt content etc. But the measurement process has some uncertainties (TRR 1996). There is considerable literature discussing the various steps involved in developing a new QA specification for asphalt pavements (Burati and Patrick 2000; NCHRP 38; NCHRP 65; NCHRP 212; Weed 1995; Burati 2006).

Specifications for the construction of asphalt pavements can generally be classified into method-related specifications (MRS), end-result specifications (ERS), performance-related specifications (PRS), or combinations thereof. Method specifications give a set of procedures, that if followed by the contractor, will result in full payment for the constructed facility. This places a great deal of responsibility and testing burden on the agency rather than the contractor. End-result and performance-related specifications, as their names imply, require a contractor to achieve specified as-produced or as-constructed quality levels, which are ideally linked to the attainment of good future performance. These types of specifications shift most or all of the responsibility for producing a high quality product to the contractor, and should ideally offer the contractor complete freedom in the methods used to arrive at these quality levels (Buttlar and Harrell 2000).

Quality is estimated by measuring certain quality characteristics like density, air voids, asphalt content etc. But the measurement process has some uncertainties
involved because of measurement errors, operator is error, instrument bias etc (Buttlar and Harrell 2000). Fig. 1 shows some real data from Illinois highway construction project. Voids in the gyratory (a laboratory compaction equipment) asphalt concrete specimen were measured by the contractor and the district. For the same material two parties got different values. From the plot it can be noted that:

1. There is a clear shift in the two measurements. This is called as bias, i.e. consistently measuring lesser or more than the real value or other party.

2. In addition, it can be seen that the difference in measurement varies from one pair of readings to the other. This is called as measurement variability.

Fig. 1. Contrast in air void measurements in 3 projects by 2 parties

This means that if the payment to the contractor is based on these measurements, there is a probability that he either gets more pay than he deserved or is paid less than that. Payment risk is defined as the difference between the payment made to the contractor based on the above-mentioned quality characteristic measurements. The ideal pay is based on the actual quality of the pavement constructed. It is desirable to determine the magnitude of risk involved with such construction processes and relate them to the factors that may be affecting them. This knowledge can be used to reduce this risk.

The parameters that have been identified to significantly affect risk are: 1) production variability, 2) measurement variability, 3) targeted mean quality, 4) sample size, 5) bias in measurements of contractor, agency and third party, 6) upper and lower specification limits for the quality characteristic and 7) tolerance allowed in comparing the measurements of the contractor, agency and the third party. It is desirable to have a simulation that would take the above-mentioned parameters as input and would predict risk in the form of a risk plot showing magnitude of risk versus the mean quality characteristic and confidence intervals for the risk.

2. Objective

Although Monte Carlo-based simulations are generally used for these purposes, such simulations are often computationally intensive and therefore not very useful for batch processing because of prohibitive time requirements. This paper explores the feasibility of using computational intelligence-based systems such as neural networks for developing surrogate simulation models for risk analysis in highway construction processes. In this problem, although the simulations work with generation of normally distributed random numbers, the calculations and conditional processing of data make the output non-linear and harder to map and therefore the use of computational intelligence-based techniques was investigated.

3. Neural networks-based surrogate model

**Background**

Neural networks (NN) have been found to be powerful and versatile computational tools for organizing and correlating information in ways that have proved useful for solving certain types of problems too complex, too poorly understood, or too resource-intensive to tackle using more traditional computational methods. NN have been successfully used for tasks involving pattern recognition, function approximation, optimization, forecasting, data retrieval, and automatic control, to name just a few (Haykin 1999).

There are several different types of artificial neural networks such as back-propagation neural networks (BPNN), radial basis function networks (RBFNN), probabilistic neural networks (PNN), and generalized regression neural networks (GRNN). Computing abilities of neural networks have been proven in the fields of prediction and estimation, pattern recognition, and optimization (Haykin 1999). The best-known example of a neural network training algorithm is back-propagation (Rumelhart et al. 1986; Haykin 1994; Fausett 1994; Patterson 1996), which is based on a gradient-descent optimization technique. The back-propagation neural networks have been described in many sources (Hegazy et al. 1994; Adeli and Hung 1995; Mehrotra et al. 1997; Haykin 1999).

**Feed forward neural networks**

First, the possibility of using a fully connected, feed forward neural network model as a surrogate model for simulating payment risk in highway construction was investigated. NNs are parallel connectionist structures constructed to simulate the working network of neurons in human brain. They attempt to achieve superior performance via dense interconnection of non-linear computational elements operating in parallel and arranged in a pattern reminiscent of a biological neural network. The perceptrons or processing elements and interconnections are two primary elements which make up a neural network. A single perceptron is mathematically represented as (Haykin 1999):

\[ y_k = \varphi(v_j) = \varphi \left( \sum_{i=1}^{n} x_i w_{ij} - b_j \right), \]

where \( x_i \) is input signal, \( w_{ij} \) – synaptic weight, \( b_j \) – bias value, \( v_j \) – activation potential, \( \varphi() \) – activation function, \( y_k \) – output signal, \( n \) – the number of neurons for previous layer, and \( k \) – the index of processing neuron.

Multilayer perceptrons (MLPs), frequently referred to as multi-layer feedforward neural networks, consist of an input layer, one or more hidden layers, and an output
layer. Training in a MLP is an unconstrained optimization problem, which is subject to the minimization of a global error function depending on the synaptic weights of the network (Goktepe et al. 2004). For a given training data consisting of input-output vectors, values of synaptic weights in a MLP are iteratively updated by a training algorithm to approximate the target behaviour. This update process is usually performed by backpropagating the error signal layer by a layer and adapting synaptic weights with respect to the magnitude of error signal (Goktepe et al. 2004). Rumelhart et al. (1986) presented the first backpropagation training algorithm for use with MLP structures.

**Backpropagation algorithm**

The backpropagation training algorithm for a simple three-layer MLP structure (one input layer, one hidden layer, and one output layer) is described as follows. The network is initially presented with an input vector ($x_1, x_2, x_3, ..., x_N$), augmented by a bias $x_0 = 1$. The net activations of the hidden neurons and the outputs from the hidden layer are calculated as follows:

$$I_j = \varphi(neth_j) = \varphi\left(\sum_{i=0}^{N} v_{ji}x_i\right),$$  
(2)

where $i$ varies from 0 to $N$ and $j$ from 1 to $L$ hidden neurons. The synaptic weights of the interconnections between the inputs and the hidden neurons are represented by $v_{ji}$. Among the non-linear activation functions, the sigmoid (logistic) function is the most usually employed in ANN application. The presence of a non-linear activation function, $\varphi()$, is important because, otherwise, the input-output relation of the network could be reduced to that of a single-layer perceptron. The computation of the local gradient for each neuron of the multilayer perceptron requires that the function $\varphi()$ be continuous. In other words, differentiability is the only requirement that an activation function would have to satisfy. The sigmoid function is a bound, monotonic, non-decreasing function that provides graded, non-linear response within a specified range, 0 to 1. The sigmoid non-linear activation function is given by:

$$\varphi(neth_j) = \frac{1}{1 + \exp(-\beta neth_j)},$$  
(3)

where $\beta$ is a parameter defining the function slope. The net activations for the neurons in the output layer and the outputs are calculated as follows:

$$y_k = \varphi(neto_k) = \varphi\left(\sum_{j=0}^{L} w_{kj}I_j\right),$$  
(4)

where $k$ varies from 1 to $M$ output neurons. The synaptic weights of the interconnections between the hidden neurons and the output neurons are represented by $w_{kj}$. The system error is then computed by comparing the actual outputs ($y_k$) with the desired outputs ($d_k$). The error terms for the output neurons ($\delta_k^o$) and the hidden neurons ($\delta_j^h$) are given by:

$$\delta_k^o = (d_k - y_k)\varphi'(neto_k),$$  
(5)

$$\delta_j^h = \varphi'(neth_j)\sum_{k=1}^{M} \delta_k^ow_{kj},$$  
(6)

where the sigmoid activation function is differentiated as follows:

$$\varphi'(neto_k) = \varphi(neto_k)(1 - \varphi(neto_k)) = y_k(1 - y_k),$$  
(7)

$$\varphi'(neth_j) = \varphi(neth_j)(1 - \varphi(neth_j)) = I_j(1 - I_j).$$  
(8)

Then, the synaptic weights are updated for each neuron in the hidden layer and the output layer. The backpropagation algorithm essentially changes synaptic weights along the negative gradient of error energy function; thus, weight changes are proportional to the magnitude of error energy. The formulations for weight updates in the output layer and the hidden layer are given as:

$$w_{kj}(t+1) = w_{kj}(t) + \eta \delta_k^oI_j + \alpha[w_{kj}(t) - w_{kj}(t-1)],$$  
(9)

$$v_{ji}(t+1) = v_{ji}(t) + \eta \delta_j^h x_i + \alpha[v_{ji}(t) - v_{ji}(t-1)],$$  
(10)

where $\eta$ is the learning rate parameter that can be selected from the range $[0,1]$ and $\alpha$ indicates momentum term varying within $[0,1]$.

In this algorithm, the error energy used for monitoring the progress toward convergence is the generalized value of all errors that is calculated by the least-squares formulation and represented by a Mean Squared Error (MSE) as follows (Haykin 1999):  

$$MSE = \frac{1}{MP} \sum_{k=1}^{M} \sum_{1}^{P} (d_k - y_k)^2,$$  
(11)

where $M$ is the number of neurons in the output layer and $P$ represents the total number of training patterns.

**4. Achieving optimum network architecture**

For this problem, the input layer will have 11 nodes, corresponding to the risk parameters identified previously: (1) asphalt concrete production variability, (2) measurement variability, (3) targeted mean quality, (4) sample size, (5) bias in measurements of contractor, (6) bias in measurements of agency, (7) bias in measurements of the third party, (8) upper specification limits for the quality characteristic, (9) lower specification limits for the quality characteristic, (10) tolerance allowed in comparing the measurements of the contractor, agency and third party (for $N = 1$ comparison), and (11) tolerance allowed in comparing the measurements of the contractor, agency and third party (for $N = 3$ comparison). The last two input parameters are based on standard Illinois Department of Transportation (IDOT) procedure. The output parameters are (1) the mean risk magnitude, (2) higher confidence limits, and (3) lower confidence limits corresponding to one value of chosen quality characteristic. The output is desirable in the form of a risk plot showing magnitude of risk versus the mean quality characteristic and confidence intervals for the risk. Fig. 2 shows a typical risk plot with mean risk and 90% confidence intervals for payment based on voids measurements.
A Monte Carlo-based simulation was developed to generate 60,000 data points for training the NN model and 25,000 data points were used for testing. The input values were chosen randomly from within their feasible ranges. The data sets were normalized to fall between 0.0 and 1.0. In this case, although the simulations works with generation of normally distributed random numbers the calculations and conditional processing of data makes the output to be often non-normally distributed. This is evident in Fig. 1 as well. The distance of the lower confidence limit from the mean is much greater than that between the upper confidence limit and the mean, especially in the middle part of the plot. This makes the simulation non-linear and harder to map.

One of the most important issues in the development of an NN model is the architecture. Determination of the input and output variables, number of hidden layers, and number of hidden neurons in each hidden layers is crucial in the development part of the NN models. The architecture of the NN model has significant effect on the success of the developed model. Usually, a neural network with too few hidden neurons is unable to learn sufficiently from the training data set, whereas a neural network with too many hidden neurons will allow the network to memorize the training set instead of generalizing the acquired knowledge for unseen patterns (Rumelhart et al. 1986). Haykin (1999) recommends using two hidden layers; the first one for extracting local features and the second one for extracting global features.

Initially, a network with only one hidden layer was tried in this study. The MATLAB® software was used for developing the NN models. But the errors were higher than acceptable. Fig. 3 shows the MSE for network with one hidden layer with respect to number of neurons in the hidden layer for two different learning rates (denoted as LR in Fig. 3). The MSE were determined with 50,000 random cases in the training set and 25,000 cases in the test set. Number of cycles run in training was fixed at 150. Some preliminary runs indicate that after 150 cycles generally the change in MSE with cycles is very small, even if not minimal or zero. In this Fig., MSEs are shown for scaled data. However, the best possible accuracy with one hidden layer also may be not considered acceptable because, when unscaled, they will translate to 16% to 22% error in payment.

Two or more hidden layers were expected to capture the non-linearities of the phenomena better, so several two hidden layer architectures were tested. The MSEs for all the cases, as shown in Fig. 4, remained between 0.115 and 0.16. This shows that a network architecture with two hidden layers is more suited for this problem compared to one hidden layer architecture. In most cases, the MSE increased as the learning rate increased from 0.2 to 0.3. When the learning rate was increased above 0.3, the magnitude of increase in MSE values was lower. With a learning rate of 0.5, the MSE decreased slightly for the same cases, thus indicating unstable performance for learning rates above 0.3. Similar analyses were also carried out with 3 hidden layers, but the MSE values were found to be much higher than those from 2 hidden layers. Therefore, the final optimal architecture had two hidden layers. The momentum parameter was set to zero during training.

Also, parametric analyses were conducted to determine the optimum number of hidden neurons. The results showed that network with 15 neurons in each of the hidden layers had the best performance. The chosen neural network (11-15-15-3) was run for 500 epochs (cycles) and the errors against the number of epochs are plotted in Fig. 5. Considering constraints on the processing time, it was decided that the network could be trained for 250 epochs without compromising on solution quality. An important factor in training neural network is to have sufficient number of training cases while avoiding over-fitting. In all the cases, 50,000 training cases were
used. To determine the optimal number of training cases required, the chosen network was trained with 60,000 cases and then with 85,000 cases. The MSEs in both the cases were almost identical. However, the decrease in error when using 60,000 cases was significant compared to that with 50,000 cases. This shows that 60,000 cases may be a good number for the training set. Moreover, it was also found that training errors were comparable to the errors in independent test-set cases. This indicated that the network was trained to adequate precision without over-fitting.

5. Results and discussion

Fig. 6 contrasts the predicted values of payment risk with the expected values. In this plot, the dark solid line represents the expected value of mean risk for a particular set of input parameter values. The lighter band around it is formed by plotting the corresponding predicted values. The thickness of the band shows the spread in prediction. Smaller spread would mean that the predicted mean risks are closer to the expected mean risks and hence errors are small and vice-versa. In the sample result, the spread in mean risk is almost ±7.5% for the first part of the plot.

Figs 7 and 8 show the results for two standard risk plots for air voids in constructed asphalt pavements. The entire plot is obtained by running the neural network simulation for each data point. Fig. 7 shows that for the cases analyzed the predicted values are very close to the expected values. If the network does predict risk with this much accuracy, then the chosen network would be considered as a good surrogate simulation model.

The results show that although the average error associated with the NN predictions are acceptable, in some particular cases the errors may be unacceptably high (especially around very high or very low input values). This provides motivation for trying some improvements in the surrogate model so that such errors can be reduced. Future research efforts will focus on investigating other types of computational intelligence paradigms such as hierarchical approach, decision trees, and support vector machines (SVM), as surrogate models, for payment risk analysis in highway pavement construction. It is noted that the data used in this paper is purely synthetic and future research will also focus on the applicability of the developed neural networks models to actual field data.
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