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#### Abstract

The algorithm of construction work graphic schedule which takes into account the proper sequencing problem has been presented. The algorithm is described step by step, ie the construction work organisation methods with zero couplings between realisation means. The calculation process of "Limit Possible Minimum" (LPM) taking into account technical and organisation limits is also shown. The second part of the paper includes a practical example which presents the method and the optimisation algorithm for the work organisation method with zero couplings among realisation means.
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## 1. Introduction

The complexity of realisation processes in construction, where new technological solutions are introduced continuously, requires a continuous improvement of construction work organisation methods. This applies to all stages of the investment process from planning, through design, to realisation. Therefore increasingly sophisticated methods must be developed and applied in practice to solve optimally organisational-technological problems. In construction, the process of planning and scheduling has typically been accomplished using network scheduling techniques. The most common is the critical path method (CPM). Challenges in scheduling method has been offered as a solution to these problems by Arditi 2001a, 2001 b, Hegazy 1993, 1999 Johnston 1984. Line of balance ( LOB ) is a variation of linear scheduling method and is presented by Hamerlink and Rowings (1998), Harris and Ioannou (1998) and provide an algorithm for determining the controling activity path in a linear schedule. Solutions of many particular problems have been presented by Chrzanowski and Johnson (1986), Harris and Ioannou (1998). Solutions of choice of optimal scheduling variants with application of many criteria have been found by Zavadskas $(1997,2002)$. The algorithm of construction work graphic schedule has been presented which takes into account the proper sequencing problem: Afanasjev (1994, 2000), Mrozowicz (1997), Hejducki (1999, 2000, 2001).

One of the factors determining the effectiveness with which construction works are carried out is their proper sequence taking account the technological and organisational constraints. The problem belongs to the
deterministic theory of scheduling tasks and it has permutational character and $n$ ! possible variants. Because of a large number of its possible solutions, the problem is considered to be highly complex computationally. In practice, one can establish a rational sequence in which works are to be carried out by changing the order of works on particular work fronts. However, it would be difficult, or even impossible, to check all the possible realisation variants because of the computational complexity of the combinatorial problems.

Therefore the review division and limitation algorithms enabling the focused surveying of the space of solutions are used. Because of the relatively high computing speed they are more effective, but less accurate than a comprehensive review of realisation variants would be. They allow one to find a suboptimal solution.

To organise building works, methods of division and limitation allowing one to establish a rational sequence of the works are employed. They take into account the specificity of construction processes through an index called "Limit Possible Minimum - (LPM)" which characterises nodes in a tree diagram constructed according to the rules of the division and limitation method.

## 2. Elimination and selection rules

A set of division and limitation algorithms which is used to solve the permutation problem can be characterised by a set of parameters. Among them the selection rule, for determining the search tree's next vertex at which division is to take place, and the elimination rules for the reactivation of the tree's generated nodes - should be singled out.

The matrix notation of input data is used in construction work organisation methods:

$$
\mathrm{T}=\left[\mathrm{t}_{\mathrm{i}, \mathrm{j}}\right] \quad \mathrm{i}=1, \ldots, \mathrm{~m} \quad \mathrm{j}=1, \ldots, \mathrm{~m}
$$

where
$\mathrm{t}_{\mathrm{ij}}$ is a time of carrying out the j -th work on the i-th front.

The notation facilitates the division of works into subsets comprising matrix rows and the formation of tree diagram levels with a dwindling number of nodes. The first level will include $n$ nodes and the last level two nodes.

The elimination and selection rules allow us to move, via calculation procedures, up to the successive levels of the tree diagram and to discard some of the generated vortices. To do it we use an algorithm for determining the nodes' numerical characteristics by means of LPM (Limit Possible Minimum). Since the construction work organisation methods have different properties, the tree's nodes are described in different ways according to the peculiarities of the methods. Algorithms for determining LPM for a construction work organisation method which takes into account couplings between realisation means, couplings between work fronts and their combinations are presented below.

The so-called tree of variants is used to analyse different possible sequences of the work fronts.

In the first stage we must consider $n$ variants. The j -th $(\mathrm{j}=1, \ldots, \mathrm{n})$ variant implies that the i -th variant is realised as the first and the order of other fronts has not been established. For each of the variants we calculate the so-called limit possible time minimum (LPTM) which has the property of being less than time $T_{1}$ calculated for any sequence of the fronts whose order has not been fixed. Thus we know for sure that by expanding further, by establishing the order of the next fronts, the variant with calculated $\mathrm{LPM}_{1}$ we shall not obtain time $\mathrm{T}_{1}$ less than $\mathrm{LPM}_{1}$. At the end of stage I we check for which variant the calculated LPM $_{1}$ is the least.

In the second stage we expand the variant for which $\mathrm{LPM}_{1}$ is currently the least. The expansion of the variant with a certain number of rows $s$ whose sequence has been fixed consists in forming new variants ( $n-s$ ) by one row with a fixed position from the rows whose positions have not been established.

The whole procedure of searching for a sequence of work fronts is completed when the least of the $\mathrm{LPM}_{1} \mathrm{~s}$ calculated so far is realised only by variants whose all fronts have been determined, ie at the very bottom of the variant tree.

Since $\mathrm{LPM}_{1}$ calculated for the above final variants is equal to $\mathrm{T}_{1}$ and $L P M_{1}$ cannot be less after the expansion of a given variant, the above procedure will yield all the possible sequences of work fronts with shortest time T of the realisation of the whole work complex.

## 3. Algorithms for establishing sequence in construction work organisation method with zero couplings between realisation means

We apply a formula for the duration of the realisation of a whole work complex for the continuous use of realisation means

$$
T=\sum_{j=2}^{m} t_{j}^{r}+\sum_{i=1}^{n} t_{i, m}
$$

where $t_{j}^{r}$ is the duration of the expansion of the next $j$-th partial stream, ie the difference between the time of commencement of the j -th partial stream and that of the j -1th partial stream.

The second summand, ie

$$
\sum_{\mathrm{i}=\mathrm{l}}^{\mathrm{n}} \mathrm{t}_{\mathrm{i}, \mathrm{~m}}
$$

does not depend on the sequence in which works are carried out on particular fronts. Thus a search for shortest duration $T$ of the realisation of a whole complex of works can be limited to the minimum-time optimisation of the first summand, ie

$$
T_{1}=\sum_{j=2}^{m} t_{j}^{r}
$$

The time of the expansion of $t_{j}^{r}$ depends on the mutual synchronisation of two adjacent partial streams and so it depends on the sequence in which works are carried out on particular work fronts. It can be expressed as follows:

$$
t_{j}^{r}=\max _{1 \leq k \leq n}\left[\sum_{i=1}^{k} t_{i, j-1}+\sum_{i=1}^{k-1} t_{i, j}\right]
$$

If one solution is sufficient, one needs to test the variant tree only until LPM ${ }_{1}$ is currently minimum for any fully expanded variant.

To represent fully the way in which the right sequence of carrying out works is established, it is necessary to define the calculation procedure for LPM $_{1}$. For this purpose one should use modified Johnson's algorithm which allows one to establish the proper sequence of work fronts for two partial streams.

The input data is a two-column matrix:

$$
\begin{aligned}
A=\left[a_{i, k}\right] \quad & i=1, \ldots, n \\
& k=1,2
\end{aligned}
$$

corresponding to two adjacent partial streams. Then we obtain a three-column matrix:

$$
\begin{aligned}
\mathrm{B}=\left[\mathrm{b}_{\mathrm{i}, \mathrm{k}}\right] \quad \mathrm{i} & =1, \ldots, \mathrm{n} \\
\mathrm{k} & =1,2,3 .
\end{aligned}
$$

TThe first two columns of matrix $B$ consist of the same rows as matrix A does, but in the order established by Johnson's algorithm. The shifted rows' initial numbers bearing information about which work front they come from are in the third column.

Modified Johnson's algorithm taking account of relationships specific for building works is presented below.

| Instructions | Commentary |
| :--- | :--- |
| $\begin{array}{l}\text { a) Make substitutions: } \\ \text { sg: } 1 ;\end{array}$ |  |
| Sd: n. |  |\(\left.\quad \begin{array}{l}sg (ds) - number of currently <br>

highest (lowest) free row.\end{array}\right]\)

Prior to the variant tree testing one should calculate successively auxiliary matrices $B^{j}, j=1, \ldots,(m-1)$. Matrix $B^{j}$ is created by applying Johnson's algorithm to data matrix A consisting of columns having numbers $j$, $(j+1)$, ie

$$
\begin{aligned}
\mathrm{A}=\left[\mathrm{t}_{\mathrm{i}, \mathrm{y}}\right] & \mathrm{i}=1, \ldots, \mathrm{n} \\
& \mathrm{k}=1, \mathrm{j}+1 .
\end{aligned}
$$

Now we calculate $L P M_{1}$ for a case when the sequence of fronts (rows) bearing numbers ( $u_{1}, \ldots, u_{s}$ ), $s \leq n$ has been established. Let us denote set ( $u_{1}, \ldots, u_{S}$ ), consisting of the numbers of the rows whose sequence has been established by $D$.

## 4. Practical example

In this paper a set of algorithms for scheduling construction work has been presented. As an illustration of the algorithm for work planning by the work organisation

| Instructions | Commentary |
| :---: | :---: |
| a) For each $j=1, \ldots,(m-1)$ create matrix $\left.\begin{array}{c} \mathrm{C}^{\mathrm{j}}=\left[\mathrm{C}_{\mathrm{i}, \mathrm{k}}^{\mathrm{j}}\right] \end{array}\right]=1, \ldots, \mathrm{n} \mathrm{n}=1,2,$ <br> as follows: <br> i) For all indices $i=1, \ldots s$; $\mathrm{k}=1,2$ substitute $C_{i, k}^{j}:=t_{u i, j+1-1}$ <br> ii) Substitute: $\mathrm{p}:=\mathrm{s}+1$; <br> iii) For all in turn $i=1, \ldots n$ <br> do <br> if $b_{i, 3}^{j} \varepsilon \mathrm{D}$, substitute: <br> $\mathrm{p}:=\mathrm{p}+1$; <br> $C_{p, 1}^{j}=b_{i, k}^{j}$ for $\mathrm{k}=1,2$ | Matrix $\mathrm{C}^{\mathrm{j}}$ shows relationship between adjacent columns. <br> First $s$ rows have already been determined. <br> Introduction of remaining rows in order established by auxiliary matrix $B^{j}$. |
| b) For all $\mathrm{j}=1, \ldots,(\mathrm{~m}-1)$ calculate $\mathbf{t}_{\mathrm{j}}^{\mathrm{T}}=\max _{1 \leq \mathrm{k} \leq \mathrm{n}}\left[\sum_{\mathrm{i}=1}^{\mathrm{k}} \mathrm{c}_{\mathrm{i}, 1}+\sum_{\mathrm{i}=1}^{\mathrm{k}-1} \mathrm{c}_{1},\right.$ | Period of expansion of matrix $\mathrm{C}^{\mathrm{j}}$ 's second column relative to the first one is calculated. |
| c) $\mathrm{LPM}_{1}=\sum_{j=1}^{m-1} \mathrm{t}_{\mathrm{j}}$ |  |

method with zero couplings between realisation means, an investment problem, consisting in the realisation of four structures (A-B-C-D) on which seven technological processes: I - earth work, II - foundation work, III masonry work, IV - concreting work, V - roofing work, VI - plaster work and VII - finishing work are to be carried out, was formulated. Work durations, constituting elements of a work lead time matrix, were determined. A detailed calculation procedure based on the algorithm described above was worked out (Table 1).

## 5. Conclusions

As a result of the calculations, a new realisation sequence A-D-C-B was determined. This realisation sequence ensures a reduction in the task lead time from 260 units to 244 units, ie $6,15 \%$.

The algorithm for scheduling work by the work organisation method with zero couplings between realization means was applied to a practical realisation problem.

A computer system named ORGANISER, which incorporates the presented algorithms and enables their use in construction practice, has been developed.

Table 1. Sequencing works in work complex by, method with zero couplings between realisation means

Work lead times for particular structures - initial matrix

|  | Earth <br> work | Foundation <br> work | Masonry <br> work | Concreting <br> work | Roofing <br> work | Plaster <br> work | Finishing <br> work |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I | II | III | IV | V | VI | VII |
| Object A | 4 | 2 | 26 | 23 | 12 | 8 | 32 |
| Object B | 6 | 2 | 17 | 5 | 5 | 10 | 37 |
| Object C | 3 | 4 | 29 | 22 | 3 | 19 | 39 |
| Object D | 3 | 4 | 20 | 13 | 11 | 13 | 34 |

Deployment times for particular works

| $\mathbf{1}$ | $\mathbf{2}$ |
| :--- | :--- |
| 4 | 2 |
| 6 | 2 |
| 3 | 4 |
| 3 | 4 |

$$
\mathbf{T r}_{\mathbf{F}}=9
$$

| $\mathbf{4}$ | $\mathbf{5}$ |
| :---: | :---: |
| 23 | 12 |
| 5 | 5 |
| 22 | 3 |
| 13 | 11 |

$\operatorname{Tr}_{\mathrm{R}}=43$

| $\mathbf{2}$ | $\mathbf{3}$ |
| :---: | :---: |
| 2 | 26 |
| 2 | 17 |
| 4 | 29 |
| 4 | 20 |

$\operatorname{tr}_{M}=2$

| $\mathbf{5}$ | $\mathbf{6}$ |
| :---: | :---: |
| 12 | 8 |
| 5 | 10 |
| 3 | 19 |
| 11 | 13 |

$\operatorname{Tr}_{\mathrm{P}}=12$

| $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :---: |
| 26 | 23 |
| 17 | 5 |
| 29 | 22 |
| 20 | 13 |

$$
\mathbf{T r}_{C}=44
$$

| 6 | 7 |
| :---: | :---: |
| 8 | 32 |
| 10 | 37 |
| 19 | 39 |
| 13 | 34 |

$$
\operatorname{Tr}_{F}=8
$$

Lead time for structure

$$
\begin{gathered}
T=t_{\mathrm{rF}}+t_{\mathrm{rM}}+t_{\mathrm{rC}}+t_{\mathrm{rR}}+t_{\mathrm{rP}}+t_{\mathrm{rF}}+\Sigma \mathrm{t}_{\mathrm{im} 9 \mathrm{w} 0} \\
\mathrm{TS}=\mathbf{9}+\mathbf{2}+\mathbf{4 4}+\mathbf{4 3}+\mathbf{1 2}+\mathbf{8}+\mathbf{1 4 2}=\mathbf{2 6 0} \text { days }
\end{gathered}
$$

Matrices reconstructed according to Johnson's algorithm

| $\mathbf{1}$ | $\mathbf{2}$, |
| :---: | :---: |
| 3 | 4 |
| 3 | 4 |
| 4 | 2 |
| 6 | 2 |


| $\mathbf{2 '}^{\prime}$ | $\mathbf{3}$, |
| :---: | :---: |
| 2 | 17 |
| 2 | 26 |
| 4 | 20 |
| 4 | 29 |


| 3, | $\mathbf{4}$, |
| :---: | :---: |
| 29 | 22 |
| 26 | 23 |
| 20 | 13 |
| 17 | 5 |


| $\mathbf{4}^{\prime}$ | $\mathbf{5}^{\prime}$ |
| :---: | :---: |
| 23 | 12 |
| 13 | 11 |
| 5 | 5 |
| 22 | 3 |


| $\mathbf{5}^{\prime}$ | $\mathbf{6}^{\prime}$ |
| :---: | :---: |
| 3 | 19 |
| 5 | 10 |
| 11 | 13 |


| $\mathbf{6}^{\prime}$ | $\mathbf{7}^{\prime}$ |
| :---: | :---: |
| 8 | 32 |
| 10 | 37 |
| 13 | 34 |

Matrices with succesively determined rows:

| 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 4 | 2 |  | 26 |  | 23 |  | 12 |  | 8 |  | 32 |
|  | 3 | 4 | 2 | 17 | 29 | 22 | 13 | 11 | 3 | 19 | 10 | 37 |
|  | 3 | 4 | 4 | 20 | 20 | 13 | 5 | 5 | 5 | 10 | 13 | 34 |
|  | 6 | 2 | 4 | 29 | 17 | 5 | 22 | 3 | 11 | 13 | 19 | 39 |

$\mathrm{GMM}_{\mathrm{A}}^{\mathrm{I}}=6+2+34+35+12+8+142=\mathbf{2 3 9}$

| 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | 4 | 2 |  | 17 |  | 5 |  | 5 |  | 10 |  | 37 |
|  | 3 | 4 | 2 | 26 | 29 | 22 | 23 | 12 | 3 | 19 | 8 | 32 |
|  | 3 | 4 | 4 | 20 | 26 | 23 | 13 | 11 | 11 | 13 | 13 | 34 |
|  | 4 | 2 | 4 | 29 | 20 | 13 | 22 | 3 | 12 | 8 | 19 | 39 |
|  |  |  |  |  |  |  |  |  |  |  |  | 142 |

$\mathrm{GMM}_{\mathrm{B}}^{\mathrm{I}}=7+2+45+35+5+10+142=\mathbf{2 4 6}$

| 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 3 | 4 |  | 29 |  | 22 |  | 3 |  | 19 |  | 39 |
|  | 3 | 4 | 2 | 17 | 26 | 23 | 23 | 12 | 5 | 10 | 8 | 32 |
|  | 4 | 2 | 2 | 26 | 20 | 13 | 13 | 11 | 11 | 13 | 10 | 37 |
|  | 6 | 2 | 4 | 20 | 17 | 5 | 5 | 5 | 12 | 8 | 13 | 34 |

$\mathrm{GMM}_{\mathrm{C}}^{\mathrm{I}}=6+4+34+43+3+19+142=\mathbf{2 5 1}$

|  | 1 | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | 3 | 4 |  | 20 |  | 13 |  | 11 |  | 13 |  | 34 |
|  | 3 | 4 | 2 | 17 | 29 | 22 | 23 | 12 | 3 | 19 | 8 | 32 |
|  | 4 | 2 | 2 | 26 | 26 | 23 | 5 | 5 | 5 | 10 | 10 | 37 |
|  | 6 | 2 | 4 | 29 | 17 | 5 | 22 | 3 | 12 | 8 | 19 | 39 |
|  |  |  |  |  |  |  |  |  |  |  |  | 142 |

$$
\mathrm{GMM}_{\mathrm{D}}^{1}=6+4+40+35+11+13+142=\mathbf{2 5 1}
$$

Matrices constructed at intermediate stages:

|  | 1 | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 4 | 2 |  | 26 |  | 23 |  | 12 |  | 8 |  | 32 |
| B | 6 | 2 |  | 17 |  | 5 |  | 5 |  | 10 |  | 37 |
|  | 3 | 4 | 4 | 20 | 29 | 22 | 13 | 11 | 3 | 19 | 13 | 34 |
|  | 6 | 2 | 4 | 29 | 20 | 13 | 22 | 3 | 11 | 13 | 19 | 39 |

$\mathrm{GMM}^{\mathrm{II}}{ }_{\mathrm{AB}}=9+2+44+35+12+8+142=\mathbf{2 5 2}$

| 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 4 | 2 |  | 26 |  | 23 |  | 12 |  | 8 |  | 32 |
| C | 3 | 4 |  | 29 |  | 22 |  | 3 |  | 19 |  | 39 |
|  | 3 | 4 | 2 | 17 | 20 | 13 | 13 | 11 | 11 | 13 | 10 | 37 |
|  | 6 | 2 | 4 | 20 | 17 | 5 | 5 | 5 | 10 | 12 | 13 | 34 |

$$
\mathrm{GMM}_{\mathrm{AC}}^{\mathrm{II}}=6+2+34+43+12+8+142=\mathbf{2 4 7}
$$

|  | 1 | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 4 | 2 |  | 26 |  | 23 |  | 12 |  | 8 |  | 32 |
| D | 3 | 4 |  | 20 |  | 13 |  | 11 |  | 13 |  | 34 |
|  | 3 | 4 | 2 | 17 | 29 | 22 | 5 | 5 | 3 | 19 | 10 | 37 |
|  | 6 | 2 | 4 | 29 | 17 | 5 | 22 | 3 | 5 | 10 | 19 | 39 |

$$
\mathrm{GMM}_{\mathrm{AD}}^{\mathrm{II}}=6+2+34+35+15+8+142=\mathbf{2 4 6}
$$

## Determining sequence of rows:

| $\mathbf{1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A}$ | 4 | 2 | $\mathbf{3}$ | $\mathbf{2}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| $\mathbf{C}$ | 3 | 4 | 29 | 22 | 3 | 8 | 32 |
| $\mathbf{B}$ | 6 | 2 | 17 | 5 | 5 | 19 | 39 |
| $\mathbf{D}$ | 3 | 4 | 20 | 13 | 11 | 13 | 37 |

$$
\mathrm{GMM}_{\mathrm{ACBD}}^{\mathrm{III}}=8+2+42+43+12+8+142=\mathbf{2 5 7}
$$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ |
| $\mathbf{C}$ | 3 | 2 | 26 | 23 | 12 | 8 | 32 |
| $\mathbf{D}$ | 3 | 4 | 29 | 22 | 3 | 19 | 39 |
| $\mathbf{B}$ | 6 | 2 | 20 | 13 | 11 | 13 | 34 |

$$
\mathrm{GMM}_{\mathrm{ACDB}}^{\mathrm{III}}=6+2+34+43+12+8+142=\mathbf{2 4 4}
$$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ |
| $\mathbf{A}$ | 4 | 2 | 26 | 23 | 12 | 8 | 32 |
| $\mathbf{D}$ | 3 | 4 | 20 | 13 | 11 | 13 | 34 |
| B | 6 | 2 | 17 | 5 | 5 | 10 | 37 |
| C | 3 | 4 | 29 | 22 | 3 | 19 | 39 |

$$
\mathrm{GMM}_{\mathrm{ADBC}}^{\mathrm{III}}=8+2+51+35+15+8+142=\mathbf{2 6 1}
$$

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A}$ | $\mathbf{1}$ | $\mathbf{2}$ | 2 | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |
| $\mathbf{D}$ | 3 | 4 | 20 | 23 | 12 | 8 | 32 |
| $\mathbf{C}$ | 3 | 4 | 29 | 22 | 3 | 13 | 34 |
| $\mathbf{B}$ | 6 | 2 | 17 | 5 | 5 | 19 | 39 |

$$
\mathrm{GMM}_{\mathrm{ADCB}}^{\mathrm{III}}=6+2+39+37+15+8+142=\mathbf{2 4 9}
$$



Fig 1. Variant tree


Legend:

$$
\begin{aligned}
& \text { I - Earth work } \\
& \text { III - Masonry work } \\
& \text { V - Roofing work } \\
& \text { VH - Finishing work }
\end{aligned}
$$

II - Foundation work
IV - Concreting work
VI - Plaster work

Fig 2. Cyclogram of realisation of structures for method with zero couplings between realization means
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