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ABSTRACT

We consider various �nite dierence schemes for the �rst and the second initial�boundary
value problems for linear Kuramoto�Tsuzuki� heat and Schr�odinger equations in
d�dimensional case� Using spectral methods� we �nd the conditions of stability on initial
data in the L� norm�

�� INTRODUCTION

There are many studies on the �nite di�erence schemes for initial�boundary
linear and nonlinear evolutionary problems� There are two�layered schemes
with weights ���� ������� various three�layered schemes with and without
weights �������� �	������ also various splitting schemes ���� �	�� ����� which al�
low to solve multidimensional problems using local one�dimensional schemes�
The purpose of the present paper is linear stability analysis of Kuramoto�

Tsuzuki� heat and Schr�odinger equations� It is an important feature in the
theory of nonlinear equations� It is di�cult to expect a stability of the scheme
for nonlinear equation� if the scheme for a linearized equation is unstable� An
object of investigation is �nite di�erence schemes approximating an equation
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Here we have three cases of equations�
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�� If a � � and b � � we have a heat equation�

� If a � � and b �� � we have the Kuramoto�Tsuzuki equation�
�� If a � � and b �� � we have the Schr�odinger equation�
In the present paper we are investigating how the condition of stability

of di�erence schemes �Courant condition� depends on the coe�cients a and
b and other parameters of �nite di�erence schemes� As a rule there are no
connection between heat and Schr�odinger equations in numerical analysis� In
the present paper an attempt was made to unite these equations into one
class continuously varying the coe�cients a and b� The uni�cation is made
considering �nite di�erence schemes for these equations�
In x��x we have investigated and found the stability conditions in the

norm of space L� for two�layered weighted �nite di�erence schemes and two
types of weighted splitting schemes� In x	�x� we have found the conditions
on parameters� when necessary von Neumann�s stability condition holds for
a hopscotch di�erence scheme� DuFort�Frankel type and other three�layered
weighted schemes� We have used spectral methods ���� �	� in stability analysis�
Note that the stability conditions are the same for both �rst and the second
boundary value problems�
All the results of analysis are presented in a table at the end of the paper�

�� FORMULATION OF THE PROBLEM� MAIN NOTATIONS

We consider some �nite di�erence schemes for the linear Schr�odinger� Kura�
moto�Tsuzuki or a heat equation�

�u

�t
� �a� ib��u� �x� t� � �Q� �
���

Here x � x�� � � � � xd� u�x� t� is a complex�valued function� i �
p��� � is d�

dimensional Laplacian� a � �� a��b� �� �� �� � ��� ��d is d�dimensional domain
with a boundary � � � ��� �Q � �� ��� T � is �d� ���dimensional domain with
a boundary S � �� ��� T �� Let us consider an initial condition

u�x� �� � u��x�� x � �� �
�
�

and boundary conditions of the �rst or second type

u�x� t� � �� or
�u

�n
�x� t� � �� �x� t� � S� �
���

Here n is normal vector to the boundary S of the domain �Q�
Let us denote the uniform grid with the steps � and hj in the domain �Q

and the following notations in this grid�

� � T�M� hj � ��Nj j � �� � � � � d� h � minfh�� � � � � hdg�
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�h � maxfh�� � � � � hdg� �Qh � ��h � ��� �  Qh � ��h � �� � Qh � �h � �� �
tj � j�� ��� � ftj � j � �� � � � �Mg� �� � ftj � �j� j � �� � � � �M � �g�

or �� � ftj � j � �� � � � �M � �g for three� layered schemes�
xl�rl � rlhl� ��h � ����h � � � �� ��d�h� �h � ���h � � � �� �d�h�
��l�h � fxl�rl � rl � �� � � � � Nlg� �l�h � fxl�rl � rl � �� � � � � Nl � �g�

For the second boundary value problem we introduce also the �ctitious grid
points �x��r� � � � � � xl���� � � � � xd�rd� and �x��r� � � � � � xl�Nl��� � � � � xd�rd�� where
rl � �� � � � � Nl� xl��� � �hl� xl�Nl�� � � � hl�
Let function f � f�xl� be some grid function on a grid ��l�h� Let

Slf � ���hl
�
f��� � f���

�
�

X
xl��l�h

f�xl�hl�

Let us de�ne an inner product and the norm of grid functions u and v in a
space L�h� the grid analogue of the space L�� as

�u� v� � S�
�
S�
�� � �Sd�u�x�v��x�� � � ���� kuk �

p
�u� u��

We use the following notations for the grid functions�

p � pjr � p�x��r� � � � � � xd�rd � tj�� !p � pj��
r � �p � pj��r � pt � �!p� p����

T�l p � p�x��r� �� � �� xl�rl���� � �� xd�rd � tj�� T
�
l p � p�x��r� �� � �� xl�rl���� � �� xd�rd � tj��

pxl � �T�
l p� p��hl� p�xl � �p� T�l p��hl� p �xl � �T�

l p� T�l p��
hl�

p�xlxl � �h�lp � �pxl � p�xl��hl� �hp �
Xd

l��
p�xlxl �

Investigating properties of �nite di�erence schemes� in all cases we consider
initial conditions

p�x� �� � u��x�� x � ��h �
���

and zero boundary conditions for the �rst boundary value problem

p�x� t� � �� �x� t� � S � �Qh� �
���

or grid analogue of the Neumann condition for the second boundary problem

p �xl�x� t� � �� �x� t� � �xl � � � xl � �� � �Qh� �
��

In the case of the �rst boundary value problem we shall de�ne

vk �

dY
l��

vkl � vkl �
p

 sin��klxl�� here kl � �� � � � � Nl � �� �
�	�
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For the second boundary value problem we shall use similar notations

vk �

dY
l��

vkl � vkl �

��
�

cos��klxl� � �� if kl � ��p

 cos��klxl�� if kl � �� � � � � Nl � ��

cos��klxl�� if kl � Nl�
�
���

These systems are complete orthonormal systems of grid functions in the
space L�h with zero values or zero derivative values on the boundary� For the
simplicity� for some �xed vector k we shall often denote the functions from
these systems as v � vk and w � vN�k�
We shall note also that for the both boundary value problems a set of

functions vk is a complete system of orthogonal eigenfunctions of the problem

�hX�x� � �X�x� � �� x � �h �or x � ��h in the second case�

with the �rst �
��� or the second �
�� boundary conditions on the grid�
All eigenvalues of the �rst and the second boundary problem are in the

corresponding interval�

� �
h dX
l��

�

h�l
sin�

�hl



�
dX

l��

�

h�l
cos�

�hl



i
� or � �

h
� �

dX
l��

�

h�l

i
� �
���

Investigating splitting schemes we shall also use the notation ��l� for the eigen�
values of the locally one dimensional problem

�h�lX�xl� � ��l�X�xl� � �� xl � �h�l �or xl � ��h�l in the second case�

with corresponding boundary conditions� The values of ��l� can be described
in the same way as in �
��� taking d � ��
Let us also introduce some notations� which we shall use extensively inves�

tigating di�erence schemes below in this paper�

	 � a� ib� 
l �

�

h�l
� 
 �

dX
l��


l� ��l� �
��l��



l
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� ��� ���

�
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�� GENERAL STABILITY REQUIREMENTS

In the next sections we shall investigate two or three�layered �nite di�erence
schemes� These schemes we can write as the following equations�

�A�!p � �A�p� �A	�p � !p � �A���
�A�p� �A���

�A	�p � A�p�A	�p�
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�A�� �A�� �A	 are linear operators in the space B� �A� is non�degenerate operator�
Taking into account boundary conditions �
��� or �
��� we consider B �

L�h for two�layered schemes� B � L�h � L�h for three�layered schemes� Let
A � B	 B be a linear ampli�cation operator�

!p � Ap or
�
!p
p

�
� A

�
p
�p

�
� �����

In all our �nite di�erence schemes this operator does not depend on time�
Thus� for all j � �� � � � �M we can write

p�tj� � Ajp�t�� or

�
p�tj���
p�tj�

�
� Aj

�
p�t��
p�t��

�
�

We shall use the following de�nitions of the stability of the di�erence schemes�

Definition ���� The di�erence scheme ����	 is stable on initial data� if there
are positive constants �� and hl� such that for all � � � 
 �� and � � hl 
 hl�
the inequalities

kAjk 
 �C � kp�tj�k 
 �Ckp�t��k
�
or kp�tj���k 
 �C�kp�t��k� kp�t��k�

�
hold� Here j � �� � � � �M and the constant �C is independent from �� hk� tj�

Definition ���� �von Neumann�s necessary stability condition	 ��� Let �A be
a set of all eigenvalues of the not time
dependent operator A� Let �� � j��j �
maxfj�Ajg� Then the necessary stability condition of the di�erence scheme
����	 reads as �� 
 � � C� � where � 	 � and C � ln �C�T �

In the case of two�layered weighted schemes� splitting schemes and hopscotch
type schemes we have �A	 � � and A � A�� We shall �nd for these schemes
that either grid functions vk are the eigenfunctions of A� or functions vk and
vN�k compose a proper subspace of this operator� Thus� using the functions
vk as a basis of a space B and numbering functions vk and vN�k as a neigh�
bouring vectors� we can write the operator A as a diagonal matrix or a matrix�
decomposed into diagonal 
� 
 blocks� which we denote as Ak�
If A is a diagonal matrix and A�k�k� � �k are diagonal elements� the

stability condition kAjk 
 �C is equivalent to the requirement jA�k�k�j 

� � C� for all possible k� Thus� in this case both de�nitions are equivalent�
If A is a blocked diagonal matrix then the condition kAjk 
 �C is equivalent

to kAj
k
k 
 �C with the same constant �C for all possible k�

In the case of three�layered schemes we have

A �
�
A� A	

I �

�
�
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where I is identity operator and � is zero operator� In all di�erence schemes
we investigate� the functions vk are the eigenfunctions of the operators A�

and A	� A set of functions �vk� ��
T and ��� vk�

T is a complete orthonormal
system of a space B � L�h �L�h� Here �u� v� is a row vector and �u� v�T is a
column vector� Enumerating the basis of the space B in a such way that the
functions �vk� ��

T and ��� vk�
T be a neighbouring functions� we can write the

matrix of the operator A as blocked diagonal matrix with 
 � 
 blocks on a
diagonal which we denote as Ak� Here

Ak �
�
A��k�k� A	�k�k�

� �

�
�

Analogously as for the blocked diagonal matrices A for two�layered schemes�
a stability condition kAjk 
 �C is equivalent to the condition kAj

k
k 
 �C with

the same constant �C for all possible k�

�� TWO�LAYERED WEIGHTED DIFFERENCE SCHEME

We consider a two�layered �nite di�erence scheme with a weight  � ������

!p� p

�
� �a� ib��h

�
!p� ��� �p

�
� �x� t� � Qh �or  Qh�� �����

Here and for all other di�erence schemes below we suppose� that the solu�
tion u�x� t� is smooth enough�  is not dependent on the grid steps and the
conditions �
��� and �
��� �or �
��� are ful�lled�
We can write the di�erence scheme ����� as

!p �
�
I � 	��h

����
I � 	���� ��h

�
p � Ap�

Since a � �� an operator �I�	��h� is non�degenerate� and all the functions
v � vk from �
�	� or �
��� are eigenfunctions of the operator A� We can write
the following equalities for the eigenvalues of the scheme�

q �
�� 

�	��� �

� � 

�	
� jqj� � � � �


���j	j���� 
�� a
�

�� � 
a
��� � �
b
���
�

Note that jqj 
 � � C� � jqj� � � 
 C� when � 	 �� Thus� we require


���j	j���� 
�� a
� 
 C�
�
�� � 
a
��� � �
b
���

�
�

If  � �������� this inequality is satis�ed unconditionally for both boundary
value problems�
Let  � ��� ����� then 
���j	j��� � 
� � �� Let us consider the value of

jqj� � � as a function dependent on 
�� Note that 
� � ��� 
�� When 
�
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increases from � till some value 
�� jqj��� decreases from � till some negative
value� When �
�� 	 �� jqj� � � increases till ��� 
��� � C� � �� Thus�
the value of 
 must be bounded� Now the stability requirement is equivalent
to


�j	j����
��a
 
 C�
�
���
a
����
b
��

� � 
j	j����
��
a 
 C��
�

From here we directly obtain the stability requirements for the di�erence
scheme and complete the proof of the following theorem�

Theorem ���� Suppose that the solution of the di�erential problem is smooth
enough� Then if  � �������� the di�erence scheme ����	�����	����	 �or
����		 is unconditionally stable for the evolutionary equation of any type�
If  � ��� ���� then this scheme is stable when the following conditions hold

for the Kuramoto�Tsuzuki� heat and Schr�odinger equations respectively�

dX
k��


�

h�k

 a

�a� � b����� 
�
�Ch��

dX
k��


�

h�k

 �

a��� 
�
�Ch��

dX
k��

�

h
k

 C�

�� SPLITTING SCHEME I

Let d � 
� We consider the following splitting �nite di�erence scheme with
weights l � ������ l � �� 
� � � � � d�

p�l� � p�l���

�
� �a� ib�

�
kp

�l� � ��� l�p
�l����

�xlxl
� �x� t� � Qh �or  Qh��

l � �� � � � � d� p��� � p� p�d� � !p� �����

We can write the equations of a scheme ����� as

p�l� �
�
I � 	�l�h�l

����
I � 	���� l��h�l

�
p�l��� � Alp

�l����

Similarly as in x� we note that the functions vk from �
�	� or �
��� are eigen�
functions of the operators Al� l � �� � � � � d and of operator A � AdAd�� � � �A��
where !p � Ap� Note� that v� v�l�� !v satisfy boundary conditions� We have

!v �

dY
l��

q�l�v � qv� q�l� �
�� ��l��	��� l�

� � ��l��	l
�

�� 

l�
�l�	��� l�

� � 

l��l�	l
�

Theorem ���� Suppose that the solution of the di�erential problem is smooth
enough� Then if for any l � �� � � � � d the weight l � �������� the di�erence
scheme ���	�����	����	 �or ����		 is unconditionally stable for the evolution

ary equation of any type�
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If there are such indexes l that l � ��� ���� then this scheme is stable when
for all these indexes the following conditions hold for the Kuramoto�Tsuzuki�
heat and Schr�odinger equations respectively�


�

h�l

 a

�a� � b����� 
l�
� Ch�l �


�

h�l

 �

a��� 
l�
� Ch�l �

�

h
l

 C�

Proof� The �rst part of this theorem follows from the estimates jq�l�j 
 � if
only l � ��������
We see� that the requirements at the second part of the theorem are su��

cient to achieve the estimate jqj 
 � � C� � These requirements are necessary
also� On contrary� assume that there is l such that l � ��� ���� and the restric�
tion on � and hl is not satis�ed� For the simplicity� l � �� Then for the �rst
or the second boundary problem we respectively consider the eigenfunctions

v �
�p



�d

sin���N�� ��x��� sin��x���� � �� sin��xd� and v � cos��N�x���

Using the results of x� we can easily show that for all � small enough we have		Qd
l�� jq�l�j� � �

		 
 C� and jqj� � �� � C��jq���j�� Since we suppose that
di�erence scheme is stable� we have jqj� 
 � � C �� and from here it follows
the estimate jq���j� 
 � � C ��� � Due to the Theorem �� this contradict to
the supposition that there is no restrictions on � and h�� This completes the
proof of this theorem� �

�� SPLITTING SCHEME II

Let d � 
� We consider the following splitting �nite di�erence scheme with
weights l � ������ l � �� 
� � � � � d�

�l
p�l� � p

�
� �a� ib�

�
lp

�l� � ��� l�p
�
�xlxl

� �x� t� � Qh� �or  Qh��

l � �� � � � � d� �l � ��
dX
l��

�l � ��
dX
l��

�lp
�l� � !p� ����

In addition to �
���� for all l � �� � � � � d we denote

�l �
�l
l
� yl �

���l�

�l
�



l�
�l�

�l
� �l � j	j�y�l � 
ayl � �� � �

dX
l��

�l � 
�

Note that for both boundary value problems we can consider yl � �� � 

l��l��
We can write the equations of a scheme ���� as

p�l� �
�
�lI � 	�l�h�l

����
�lI � 	���� l��h�l

�
p � Alp�
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The functions vl from �
�	� or �
��� are eigenfunctions of the operators Al�

l � �� � � � � d and the operator A �
Pd

l�� �lAl� where !p � Ap� Note� that v�
v�l�� !v satisfy the boundary conditions� We �nd

v�l� � q�l�v �
�� ��l��	��� l���l

� � ��l��	l��l
v�

��
�� �

l
�

ayl � �

l�l

�
� i

byl
l�l

�
v�

The eigenvalue q of the operator A is

q �

dX
l��

�lq
�l� �

�
��� ��

dX
l��

�l
ayl � �

�l

�
� i

dX
l��

�l
byl
�l

�

Using the expression of � we can �nd the value of jqj� � ��

jqj� � � �
�
��� ��

dX
l��

�l
ayl � �

�l

��
�
� dX
l��

�l
byl
�l

��
� �

�

dX
l��

�l��j	j�y�l � 
ayl�

�l
�
X
k�l

�k�lj	j��yk � yl�
�

�k�l
�

Theorem ���� Suppose that the solution of the di�erential problem is smooth
enough� Then the inequality � �

Pd
l��

�l
�l
�
 
 � for the weights of the di�er


ence scheme ����	�����	����	 �or ����		 is necessary and su�cient estimate
for the unconditional stability of the scheme for the evolutionary equation of
any type�
If � � �� then the following restrictions on the time and spatial grid steps are

su�cient stability conditions of the di�erence scheme for Kuramoto�Tsuzuki�
heat and Schr�odinger equations respectively�


�

h�l

 a�l

��a� � b��l
�Ch�l �


�

h�l

 �l

�al
�Ch�l �

�

h
l

 C for all l � �� � � � � d�

Proof� Note that a � �� for all �� hl� �
�l� the values yl � � and �l � �� From

the estimate � 
 � the non�positiveness of the right�hand side of the last
equality follows� Thus� for all k the eigenvalue qk satis�es the estimate jqkj� 

�� Since operator A can be written as diagonal matrix� this estimate indicates
stability of the scheme� Thus� � 
 � is su�cient estimate for unconditional
stability of the scheme�
Now suppose� that our scheme is unconditionally stable� Since there are no

restrictions on the grid steps hl and � � taking di�erent values of these grid
steps and di�erent values of ��l� we can vary yl in the interval ������ It is
also possible to select such ��l� and hl that yl � y for all l � �� � � � � d� and
y 	� when �� �h	 �� In this case we have the following�

jqj� � � �

dX
l��

�l��j	j�y� � 
ay�

�l
	 ��
 � �� � C�� when yl � y 	��
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It is obvious� that if � � �� the condition jqj� 
 � � C� could not be satis�ed
in this case� Thus� the estimate � 
 � is also necessary for unconditional
stability of the scheme� Therefore� the �rst part of this theorem is proved�
In the case when � � � some restrictions on time and space grid steps �

and hl appear� Considering di�erent sets of parameters �l and l we have
di�erent cases of these restrictions� In any case a su�cient condition of the
stability of di�erence schemes for all evolutionary equations is

�j	j�y�l � 
ayl 
 C� l � �� � � � � d�

since this condition leads to the estimate jqj� 
 ��C �� � From here the proof
of the second part of the theorem follows� �

�� HOPSCOTCH TYPE SCHEME

We consider an explicit �nite di�erence scheme on the grid Qh or  Qh�



 pe � pe

�
� �a� ib��hpe �a�� 


 po � po
�

� �a� ib��h po �b��



!po �  po

�
� �a� ib��h po �c�� 


!pe �  pe
�

� �a� ib��h!pe �d���	���

Here pe � p�xe�� jej � e� � e� � � � � � ed is even number� po � p�xo�� joj is
odd number� In addition to �
���� for the �xed k we de�ne

�c �

dX
l��


l cos��klhl� � �
dX
l��


l cos���Nl � kl�hl� � ��
 � 
��

Here kl � �� � � � � Nl � � ��� � � � � Nl� for the �rst �second� boundary problem�
We shall investigate how operator A� Av � !v� described in the equations

�	���� transforms function v � vk from �
�	� or �
���� Note that the coe�cients
rj and r�j � j � �� � � � � �� introduced below do not depend on the grid point x
but depend just on the vector number k of the function v � vk� Deriving
the expressions from the �	�� b�d� we use the fact� that the neighbours of
each "odd" �"even"� point are "even" �"odd"� points� and the function in these
neighbouring points satis�es the formulae derived just before�

�	��a� �  ve � ve � ���	��c� 
�ve � r�ve�
�	��b� � �� � ���	
� vo � vo � ���r�	�cvo �  vo � r�vo�
�	��c� � !vo � r�vo � ���	�r��c� r�
�vo � r	vo�
�	��d� � �� � ���	
�!ve � r�ve � ���r		�cve � !ve � r
ve�

Analogously we can �nd transformations of function w � vN�k and de�ne
coe�cients r��� r

�
�� r

�
	� r

�

� Thus� we have

r� � �� ���	�
 � �c�� r�� � �� ���	�
 � �c��
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r� � �� � ���r�	�c���� � ���	
�� r�� � ��� ���r��	�c���� � ���	
��
r	 � r� � ���	�r�
 � r��c�� r�	 � r�� � ���	�r��
 � r���c��
r
 � �r� � ���r		�c���� � ���	
�� r�
 � �r�� � ���r�		�c���� � ���	
��

Note that for the �rst boundary value problem ve � ����dwe� vo � �����dwo

and for the second boundary value problem ve � we� vo � �wo� Thus� for
the �rst �� � �� and the second �� � 
� boundary problems we have

Av �
r	 � r




v � ����d� r
 � r	



w� Aw � ����d� r

�

 � r�	



v �
r�	 � r�




w�

If we introduce a linear operator  A�  p �  Ap� we can write analogous equalities
for  Av and  Aw� where r�� r

�
�� r�� r

�
� are instead of r
� r

�

� r	� r

�
	 respectively�

Operators  A and A transform any linear combination of the functions v and
w into a linear combination of these same functions� Thus� v� w�  v�  w� !v� !w
satisfy the boundary conditions�
As we have noticed in x� using the functions vk as a basis of a space B and

numbering functions vk and vN�k as a neighbouring vectors� we can write
the operator A as a blocked diagonal matrix which has 
 � 
 blocks Ak on
a diagonal� Taking vk � v and vN�k � w� using the expressions of rj � r

�
j

and considering � � � or � � 
 for the �rst or second boundary problems
respectively� we have the following matrix Ak�

Ak �
�




�
�����c��
�����c���������c�

������� �����d� ���c��c�����������

����d� ���c��c�����������
�����c��
�����c���������c�

�������

�
�

It can also happen� that v � w �when k � ���N� and instead of the pair
of functions we have only one function� In this case �c � � and operator A
changes v in the odd and even grid points equivalently and the eigenvalue
q � r	 � r
 � �
� 	
���
 � 	
�� jqj 
 ��
Note� that in the cases of the second boundary problem and of the �rst

boundary problem in even�dimensional space �d is even� function v has zero
values in all odd grid points� In the case of the �rst boundary problem in
odd�dimensional space �d is odd� v has zero values in all even grid points�
Thus� one of the equalities  vo � r�vo � r� � � � r� � � � r�vo or  ve � r�ve �
r� � � � r� � � � r�ve is satis�ed in any case and function v �if it exists� is
also the eigenfunction of the operator  A� Therefore� v�  v and !v satisfy the
boundary conditions�
We shall check that for any other k �� ���N the eigenvalues of the operator

Ak also satisfy the condition jqj 
 � and� following de�nitions of x�� we shall
conclude that the scheme is stable by means of von Neumann�
Let us write the characteristic equation for operator Ak�

�
 � 	
��q� � 
�
	��c� � 	�
� � ��q � �
� 	
�� � ��
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Denoting

c � �c�
� s� � �� c�� �� s�	�
� � D� � iD�� D� � �� �a� � b��s�
��

D� � �
abs�
�� D �
q
D�

� �D�
� �

p
�� � j	j�s�
��� � �a�s�
�

we can write the following expression of q�

q �
�
	��c� � 	�
� � �� 
	�c

p
	��c� � 	�
� � �

�
 � 	
��
�
�c	
 p�� s�	�
�


 � 	


��
�

Now the stability condition jqj 
 � is equivalent to the inequality

		c	
 p�� s�	�
�
		� 
 j
 � 	
j��

Using the formula of square root for complex number D� � iD�

p
D� � iD� � 


p
�D �D���
 � i sign�D��

p
�D �D���


�
� �	�
�

where sign�D�� � � if D� � � or D� � � respectively� we can write

		c	
p��s�	�
�		��c�
�j	j��Dc

p


�
a
p
D�D��b sign�D��

p
D�D�

�
�

Now the stability condition jqj 
 � reads as follows�

�
D � �� j	j�s�
��� 


�p

c�
			apD �D� � b sign�D��

p
D �D�

			� �a
�

 ��

Both terms at the left�hand side of this stability condition are not positive�
Proving this statement we can write the equivalent inequalities for the �rst
and the second terms at the left�hand side of the stability condition� Since

D � �� j	j�s�
�� 
 � � ��a�s�
� 
 ��

p

c�
			apD�D��b sign�D��

p
D�D�

			 
 �a � jc	j��D���js
	j�� 
 �a�s��

the stability condition jqj 
 � for eigenvalues of the operator Ak as well as of
the operator A is satis�ed�

Theorem ���� Suppose that the solution of the di�erential problem is smooth
enough� Then the di�erence scheme ����	�����	����	 unconditionally satis�es
von Neumann�s necessary stability condition for all evolutionary equations�
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	� DUFORT�FRANKEL TYPE DIFFERENCE SCHEME

We investigate an explicit three�layered �nite di�erence scheme with weight
 � ������

!p� �p


�
� �a� ib�

�
�hp� 

dX
k��


p� !p� �p

h�k

�
� �x� t� � Qh� �or  Qh�� �����

We can write a scheme ����� as follows�

!p �

	���h � 
I�

� � 	

p�

�� 	


� � 	

�p�

The functions vk from �
�	� or �
��� are the eigenfunctions of the problem�
Thus� �p� p� !p satisfy the boundary conditions� Using the notations �
���� we
can write an operator A as a blocked diagonal matrix with the blocks Ak on
a diagonal�

Ak �

�
� �����	���

�����
�����
�����

� �

�
�

The characteristic equation for operator Ak reads

�� � 	
�q� � 
	
�
� � �q � ��� 	��
�� � ��

For the simplicity of formulas� let us denote

�
�� ��a� � b��
��� � ��

�
� i
�
��ab
��� � ��

�
� D� � iD��

D �
p
D�

� �D�
� �

p
�� � �j	j�
��� � ���� � �a�
��� � ���

Using �	�
� we can write the roots of the characteristic equation as follows�

q �

�
a
��
��

p
�D �D���


�
� i
�
b
��
�� sign�D��

p
�D �D���


�
�� � a
� � ib


�

The stability condition jqj 
 � � C� is equivalent to the inequality



�p



			� � 
��

�
a
p
D �D� � b sign�D��

p
D �D�

�			� 
a
�

�
�
D � �� �j	j�
��� � ��

�

 Cj� � 	
j���

Suppose that  � � � �� This condition can be achieved for all possible � if
only  � ������ Analogously as in x	 both terms in the left�hand side of the
last inequality are non�positive and� therefore� the estimate jqj 
 � is valid�
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Suppose now that  � ��� ��� For � � hj small enough we can always �nd
� from �
��� such that  � � � ����

� 
 �� Particularly this estimate
holds when we take � � � for the second boundary problem and � � � 	 �
when �� �h 	 � for the �rst boundary problem� Using standard investigation
of the left�hand side of the stability inequality it is possible to �nd that it"s
biggest value is achieved when � � � � �� ��� Now we can rewrite the stability
condition as follows�


�D �D�� � 

�
� �
�p

j	j��D �D���
 � �a�j	j�
���� � � a� � a
��

�
�
�a�
���� � � �a
��� �

�

 C�� � j	j��
� � 
a
���

Note� that both terms at the left�hand side of this inequality are nonnegative�
Let us consider a � �� If we suppose that the scheme is stable� the estimate

�a�
�������a
���� 
 C���j	j��
��
a
�� � 
�
� 
 C����
���

when �� �h	 � must be valid�
If � � 
 	 � it is equivalent to 
 
 C� and � 
 Ch��
If � � C� 
 
 
 C� ��� it is equivalent to � 
 C� �
If 
 	 �� it is equivalent to 
� 
 C�
� � � 
 C� � or� if  � �� to


� 
 C� �
It is clear that while �� �h	 � in all these cases the stability conditions can

not be satis�ed and the scheme ����� is unstable when a � � and  � ��� ���
Suppose that a � �� In this case D� � � and the stability condition reads

as

�D �D�� �
p

jbj
�
� �

p
D �D� 
 C�� � b��
����

If we have D� � D � �� or 
� 
 ������ � �b��� the left�hand side of this
inequality is zero and the condition of stability is satis�ed�
If D� � �D � �� or 
� � ������� �b��� then �D � D�� � 
D� and now

the stability condition is


D � 
jbj
�
� �
p
D 
 C�� � b��
����

If 
� 	�� then inserting the value of D into the formula we obtain equivalent
condition of stability 
� 
 C�
� and � 
 C� � If  � �� then we have 
� 
 C� �
This inequality is not valid� when � 	 ��
If ����b���� �� � 
� 
 C� ��� then the stability condition is equivalent

to D �
p
D 
 C� �

If D � C� � �� the last estimate leads to � 
 C� � that is not valid�
If � � D 	 �� we have D �

p
D 
 C� � D 
 C�� � �b��� � �
� 


� � C���
Since 
� 
 C�� the stability criterion can be written as

�b���� �
� 
 � � C
� dX
l��

�

h�l

���

 � � Ch
� or 
 
 �


jbjp�� 
� Ch
�
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Theorem ���� Suppose that the solution of the di�erential problem is smooth
enough� Then if  � ������ the di�erence scheme ����	�����	����	 �or ����		
is unconditionally stable for the evolutionary equation of any type by means
of necessary von Neumann�s stability condition�
In the case when  � ��� ��� this scheme is unconditionally unstable for

the Kuramoto
Tsuzuki equations and is conditionally stable by means of von
Neumann for Schr�odinger equation if only the following condition is valid�

dX
k��


�

h�k

 �



p
b���� �

� Ch
�


� THREE�LAYERED WEIGHTED DIFFERENCE SCHEME

We consider a three�layered di�erence scheme with weight  � ������

!p� �p


�
� �a� ib��h

�
!p� ��� 
�p� �p

�
� �x� t� � Qh� �or  Qh�� �����

Analogously as in x� we write a scheme ����� as

!p � 
�	��� 
�
�
I � 
�	�h

���
�hp�

�
I � 
�	�h

����
I � 
�	�h

�
�p�

The functions vk from �
�	� or �
��� are the eigenfunctions of the problem and
the boundary conditions are satis�ed for !p� p and �p� An operator A can be
written as a blocked diagonal matrix with blocks Ak on a diagonal and the
characteristic equation for Ak is

�� � �	�
�q� � �	�
��� 
�q � ��� �	���
��� � ��

Once again we introduce the notations

�
� � ��a� � b����
���� ��

�
� i
�
�ab��
���� ��

�
� D� � iD��

D �
q
D�

� �D�
� �

p
��� �j	j���
���� ���� � �a���
���� ���

Using these notations and �	�
�� analogously as in x� we can write the the
stability inequality equivalent to the estimate jqj 
 � � C� �


�

�p



			��� 
�

�
a
p
D �D� � b sign�D��

p
D �D�

�			� �a
�

�
�
D � � � �j	j���
���� ��

�

 Cj� � �	�
j���

When  � ���
����� we have � � � 
 � and analogously as earlier we can
obtain non�positiveness of the left�hand side of the stability inequality�
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If  � ��� ��
��� then� noting that the left�hand side of the stability inequality
is biggest when � � � � ��� ��� we rewrite the stability condition as



�D �D�� � �
��� 
�

�p
j	j��D �D���
 � �a�j	j�
���� �� � a� � a

��
�

�
�a�
���� �� � �a
��� ��

�

 Cj� � �	
j���

If a � �� analogously as in x� we show that the estimate

�a�
���� �� � �a
��� �� 
 Cj� � �	
j�� � 
 � 
� 
 C�� � �
���

can not be satis�ed when �� �h	 � and the scheme is not stable�
If a � �� the stability condition reads as

�D �D�� � �jbj
��� 
�
p
�D �D���
 
 C�� � �b��
���

and this condition is satis�ed if 
 
 ���
jbjp�� �� � Ch
�

Theorem 	��� Suppose that the solution of the di�erential problem is smooth
enough� Then if  � ���
����� the di�erence scheme ����	�����	����	 �or
����		 is unconditionally stable for the evolutionary equation of any type by
means of necessary von Neumann�s stability condition�
In the case when  � ��� ��
��� this scheme is unconditionally unstable for

the Kuramoto
Tsuzuki equations and is conditionally stable by means of von
Neumann for Schr�odinger equation if only the following condition is valid�

dX
k��


�

h�k

 �



p
b���� ��

� Ch
�

��� CONCLUSIONS

We use the following di�erence schemes to approximate the problem �
���
����
�� Two�layered weighted di�erence schemes ������

� Weighted splitting scheme I ������
�� Weighted splitting scheme II �����
�� Hopscotch scheme �	����
�� DuFort�Frankel type weighted schemes ������
� Three�layered weighted schemes ������
The necessary von Neumann�s conditions of the stability on initial data for

these schemes depend on the real constants a and b of the equation �
��� and
on parameters of the di�erence schemes� All these conditions are presented
in the table�
Looking at this table one can notice that in the case of �� 
� and � scheme�

the necessary von Neumann�s conditions are also su�cient� In these cases the
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Method Truncation Stability conditions

error a 
 �� b � � or a 
 �� b �� � a � �� b �� �

� � � ��� ��� �h� � �
P

��

h�
k

� a

�a��b��������
� Ch�

P
�

h�
k

� C

� � �� �h� � �� Stable Stable

� � ������ �h� � � Stable Stable

� �k �k � ��� ��� �h� � � ��

h�
k

� a

�a��b�������k �
� Ch�k

�

h�
k

� C

�k �k � �� �h� � �� Stable Stable

�k �k � ������ �h� � � Stable Stable

	
P

�k
�k

� ��� �� �h� � � Stable StableP
�k
�k

� ����� �h� � � �k ��

h�
k

� a�k

��a��b���k
� Ch�k

� �k �

h�
k

� C �


 �h� � �� Stable � Stable �

 � � � �h� � �� Unstable
P

��

h�
k

� �
�jbj

� Ch� �

� � ��� �� �h� � �� � � �
h
� Unstable

P
��

h�
k

� �

�jbj
p
���

� Ch� �

� � ����� �h� � �� � � �
h
� Stable � Stable �

� � � ��� ���� �h� � �� Unstable
P

��

h�
k

� �

�jbj
p
����

� Ch� �

� � ������� �h� � �� Stable � Stable �

� It is su�cient condition� � � �� �
P

�k
�k

�
� Stability by mens of von Neumann�s necessary condition

stability conditions continuously depend on the real constants a and b� For
the ��rd scheme this condition depends on too much parameters� thus we have
written only a su�cient stability condition�
Note also� that �� � and  di�erence schemes were investigated only by

means of necessary von Neumann�s stability criterion� It is also interesting to
note that � and  �nite di�erence schemes with corresponding parameters 
are unconditionally unstable if a � �� but they can be stable if a � ��
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