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ABSTRACT

The paper is devoted to the study of the one-dimensional integral equation involving the
Gauss hypergeometric function in the kernel. The necessary and sufficient conditions for
the solvability of such an equation in the space of summable functions are proved and two
forms for its solution are given.

1. INTRODUCTION

The present paper is devoted to the study of the integral equation

$$\frac{(x-h)^{\alpha}}{\Gamma(\gamma)} \int_{a}^{x} (x-t)^{\gamma-1} F_{2}^{1}(\alpha, \beta; \gamma; \frac{x-t}{x-h}) \varphi(t) dt = f(x) \quad (a < b) \quad (1.1)$$

with $h \leq a, \alpha, \beta \in \mathbb{R}$ and $\gamma \in \mathbb{R}$ ($0 < \gamma < 1$) on a finite interval $(a, b)$ of
the real axis $\mathbb{R} = (-\infty, \infty)$. The kernel of this equation contains the Gauss
Solution of Abel-Type Hypergeometric Integral Equation

The hypergeometric function $F(a, b; c; z)$ [3] defined for $|z| < 1$ by

$$F(a, b; c; z) \equiv_{2} F_{1}(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} \frac{z^{n}}{n!} \quad (1.2)$$

where $(z)_{n}$ is the Pochhammer symbol:

$$(z)_{0} = 1; \quad (z)_{n} = z(z + 1) \cdots (z + n - 1) \quad (n = 1, 2, \ldots). \quad (1.3)$$

The equation (3.1) generalizes the classical Abel integral equation [22, Section 2] being obtained from (1.1) in the case $\alpha = 0$, because $F(0, \beta; \gamma; z) = 1$. Therefore, such an equation is called the Abel-type hypergeometric integral equation.

One-dimensional Abel-type integral equations involving the Gauss hypergeometric function in the kernel have been studied by many authors [1], [4], [7]-[12], [17], [22, Section 35.1], [23], [24] - see also [25]. Such equations have arisen in the boundary value problems for partial differential equations with boundary conditions involving generalized integro-differentiation operators [5], [13]-[16], [18]-[20], [21], [24], [26], [27]. One such multidimensional integral equation of non-convolution type was investigated in [2, Section 4.6.2].

In the papers above, the integral operators of the equations considered were represented as compositions of simpler fractional integration operators with power weights. On the basis of these representations and the known properties of fractional calculus operators, the sufficient conditions for the solvability of the integral equations were given and their inversion formulas were obtained in some function spaces.

The investigation of necessary and sufficient conditions for the solvability of the above equations is more difficult. This problem is closely connected with characterization of the range of the corresponding integral operators. The classical Tamarkin's statement [22, Section 2.2] on the solvability of the Abel integral equation in the space $L_{1}(a, b)$ of summable functions is known. A similar result for the multidimensional Abel-type integral equation over pyramidal domain was proved in [6].

Our paper is devoted to obtain the aforementioned results for the integral equation (1.1) which was investigated in [17] in the particular case when $h = a$, with $\alpha$, $\beta$ and $\gamma$ being replaced by $\alpha + \beta$, $-\eta$ and $\alpha$, respectively. Solution of the equation (1.1) is given in Section 2. A preliminary lemma is proved in Section 3. Section 4 deals with the solvability of this equation in $L_{1}(a, b)$. Section 5 is devoted to obtain sufficient conditions for the solvability of the equation (1.1) and another form for its solution.

2. SOLUTION OF THE INTEGRAL EQUATION

We suppose that the integral equation (1.1) is solvable and find its solution $\varphi(x)$ in the following way. Replacing $x$ by $t$ and $t$ by $\tau$ and multiplying both
sides of the resulting equation by \((x-t)^{-\gamma} F \left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right)\) and then integrating over \((a, x)\), we obtain

\[
\int_a^x (x-t)^{-\gamma} F \left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) (t-h)^{-\alpha} \, dt
\]

\[
\cdot \int_a^t (t-\tau)^{\gamma-1} F \left(\alpha, \beta; \gamma; \frac{t-\tau}{t-h} \right) \varphi(\tau) \, d\tau
\]

\[
= \Gamma(\gamma) \int_a^x (x-t)^{-\gamma} F \left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) f(t) \, dt. \quad (2.1)
\]

Interchanging the order of integration at the left-hand side of (2.1), and making the change of variables \(t = \tau + (1-s)(x-\tau)\), we rewrite the left-hand side of (2.1) in the form:

\[
(x-h)^{-\alpha} \int_a^x \varphi(\tau) \, d\tau \int_0^1 s^{-\gamma}(1-s)^{\gamma-1} \left(1 - s \frac{x-\tau}{x-h} \right)^{-\alpha} \cdot F \left(\alpha, \beta; \gamma; \frac{(1-s)(x-\tau)/(x-h)}{1-s[(x-\tau)/(x-h)]} \right) F \left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; s \frac{x-\tau}{x-h} \right) \, ds.
\]

By using [3, 2.4(3)] the latter is seen to be equal to

\[
B(\gamma, 1-\gamma)(x-h)^{-\alpha} \int_a^x F \left(0, 1 + \beta - \gamma; 1; \frac{x-\tau}{x-h} \right) \varphi(\tau) \, d\tau
\]

\[
= \Gamma(\gamma) \Gamma(1-\gamma)(x-h)^{-\alpha} \int_a^x \varphi(\tau) \, d\tau,
\]

and therefore (2.1) is rewritten as

\[
\int_a^x \varphi(\tau) \, d\tau = \frac{(x-h)^{\alpha}}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F \left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) f(t) \, dt. \quad (2.2)
\]

It follows from (2.2) that the solution \(\varphi(x)\) of the equation (1.1) has the form:

\[
\varphi(x)
\]

\[
= \frac{1}{\Gamma(1-\gamma) x} \left[ (x-h)^{\alpha} \int_a^x (x-t)^{-\gamma} F \left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) f(t) \, dt \right]. \quad (2.3)
\]
3. A PRELIMINARY LEMMA

To obtain the solvability conditions of the equation (1.1) in the space $L_1(a, b)$, we put

$$f_h^{a,\alpha,\beta}(x) = \frac{(x-h)^\alpha}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F \left( -\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) f(t) dt. \quad (3.1)$$

The following preliminary assertion holds.

**Lemma 1.** Let $f(t) \in L_1(a, b)$, $h \leq a, \alpha, \beta \in R, 0 < \gamma < 1$. If

$$f(t) = O \left( (t-a)\mu \right), \mu > -1 \ (t \to a), \quad (3.2)$$

when $h < a$ or

$$f(t) = O \left( (t-a)\mu \right), \mu > \max[\beta - \alpha, 0] - 1 \ (t \to a), \quad (3.3)$$

when $h = a$, and

$$f(t) = O \left( (b-t)\nu \right), \nu > \gamma - 2 \ (t \to b), \quad (3.4)$$

then $f_h^{a,\alpha,\beta}(x) \in L_1(a, b)$.

**Proof.** Using (3.1) and interchanging the order of integration, we have

$$\int_a^b f_h^{a,\alpha,\beta}(x) dx =$$

$$= \frac{1}{\Gamma(1-\gamma)} \int_a^b f(t) dt \int_t^b (x-h)^\alpha(x-t)^{-\gamma} F \left( -\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) dx. \quad (3.5)$$

To evaluate the inner integral, we apply the series expansion (1.2), make the change of variables $\tau = (x-t)/(b-t)$, and by using the integral representation for the Gauss hypergeometric function [3, 2.1(10)] and (1.3), we obtain

$$I = \int_t^b (x-h)^\alpha(x-t)^{-\gamma} F \left( -\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h} \right) dx$$

$$= \sum_{k=0}^{\infty} \frac{(-\alpha)_k(1+\beta-\gamma)_k}{(1-\gamma)_k k!} \int_t^b (x-h)^{\alpha-k}(x-t)^{-\gamma+k} dx$$

$$= \sum_{k=0}^{\infty} \frac{(-\alpha)_k(1+\beta-\gamma)_k}{(1-\gamma)_k k!} (t-h)^{\alpha-k}(b-t)^{1-\gamma+k}$$
where we have also used the relations

\[(\alpha)_k(1-\alpha + k)_{m-k} = (-\alpha)_m, \ (2-\gamma)_k(2-\gamma + k)_{m-k} = (2-\gamma)_m.\]

Applying again (1.2), and changing the order of summation \(k + j = m,\) in accordance with (1.3), we have

\[I = \frac{(t-h)^\alpha(b-t)^{1-\gamma}}{1-\gamma} \sum_{k=0}^{\infty} \frac{(-\alpha)_k(1+\beta-\gamma)_k}{(2-\gamma)_kk!} \left(\frac{b-t}{t-h}\right)^k \]

\[\cdot \sum_{j=0}^{\infty} \frac{(k-\alpha)_j(1+k-\gamma)_j}{(2+k-\gamma)jj!} \left(-\frac{b-t}{t-h}\right)^j = \frac{(t-h)^\alpha(b-t)^{1-\gamma}}{1-\gamma} \sum_{m=0}^{\infty} \left(\frac{b-t}{t-h}\right)^m \]

\[\cdot \sum_{k=0}^{m} (-1)^{m-k} \frac{(-\alpha)_k(1-\alpha + k)_{m-k}(1+\beta-\gamma)_k(1+k-\gamma)_{m-k}}{(2-\gamma)_k(2+k-\gamma)_{m-k}k!(m-k)!} \]

\[= \frac{(t-h)^\alpha(b-t)^{1-\gamma}}{1-\gamma} \sum_{m=0}^{\infty} \frac{(-\alpha)_m}{(2-\gamma)_m} \left(\frac{b-t}{t-h}\right)^m \]

\[\cdot \sum_{k=0}^{m} (-1)^{m-k} \frac{(1+k-\gamma)_k(1+k-\gamma)_{m-k}}{k!(m-k)!}. \quad (3.6)\]

Using the relations

\[(1-\gamma + k)_{m-k} = \frac{(1-\gamma)_m}{(1-\gamma)_k}, \ (m-k)! = (-1)^{m-k} \frac{(-m)_m}{(-m)_k},\]

\[F(\alpha, \beta; \gamma; 1) = \frac{\Gamma(\gamma)\Gamma(\gamma-\alpha-\beta)}{\Gamma(\gamma-\alpha)\Gamma(\gamma-\beta)} \quad (Re(\gamma-\alpha-\beta) > 0). \quad (3.7)\]
and (1.2) and (1.3), we evaluate the inner sum in (3.6):

\[
\sum_{k=0}^{m} (-1)^{m-k} \frac{(1 + \beta - \gamma)k(1 + k - \gamma)m-k}{k!(m-k)!} =
\]

\[
= \frac{(1 - \gamma)m}{(-m)m} F(1 + \beta - \gamma, -m; 1 - \gamma; 1) = \frac{(1 - \gamma)m \Gamma(1 - \gamma)\Gamma(-\beta + m)}{(-m)m \Gamma(1 - \gamma + m)\Gamma(-\beta)}
\]

\[
= \frac{(-\beta)_m}{(-m)_m} \frac{(-1)^m(-\beta)_m}{m!}
\]

Substituting this relation in (3.6), we have

\[
I = \frac{(t - h)^{\alpha}(b - t)^{1-\gamma}}{1 - \gamma} F \left( -\alpha, -\beta; 2 - \gamma; \frac{b - t}{t - h} \right).
\]

Then, from (3.5) and (3.6), we find that

\[
\int_{a}^{b} f_{h}^{\alpha,\beta}(x)dx = \int_{a}^{b} F_{h}^{\alpha,\beta}(t)dt,
\]

\[
F_{h}^{\alpha,\beta}(t) = \frac{1}{\Gamma(2 - \gamma)}(t-h)^{\alpha}(b-t)^{1-\gamma} F \left( -\alpha, -\beta; 2 - \gamma; \frac{b - t}{t - h} \right) f(t). \quad (3.8)
\]

When \( h < a \), by (3.2), \( F_{h}^{\alpha,\beta}(t) = O((t - a)^{\alpha + \mu}) \) as \( x \to a \). If \( h = a \), according to (3.3) and asymptotics of the Gauss hypergeometric function (1.2) at infinity \([3, 2.3(9)]\), we obtain the asymptotic behaviour of \( F_{h}^{\alpha,\beta}(t) \) near \( t = a \):

\[
F_{h}^{\alpha,\beta}(t) = O \left( (t - a)^{-\mu} \right) + O \left( (t - a)^{\mu + \alpha - \beta} \right) \quad (t \to a)
\]

in the case of noninteger \( \alpha - \beta \) with addition of \( \log(t - h) \) for the case of integer \( \alpha - \beta \). Equation (3.4) gives the asymptotics near \( t = b \):

\[
F_{h}^{\alpha,\beta}(t) = O \left( (b - t)^{\mu + 1 - \gamma} \right) \quad (t \to b).
\]

So \( f_{h}^{\alpha,\beta}(x) \) is integrable on \( (a, b) \), and by (3.8) we have

\[
\int_{a}^{b} |f_{h}^{\alpha,\beta}(x)|dx \leq \frac{1}{\Gamma(2 - \gamma)}
\]

\[
\int_{a}^{b} (t - h)^{\alpha}(b - t)^{1-\gamma} \left| F \left( -\alpha, -\beta; 2 - \gamma; \frac{b - t}{t - h} \right) \right| |f(t)|dt < \infty. \quad (3.9)
\]

Hence \( f_{h}^{\alpha,\beta}(x) \in L_{1}(a, b) \). This completes the proof of the lemma.
4. SOLVABILITY OF THE INTEGRAL EQUATION

We denote by $AC[a, b]$ the space of absolutely continuous functions on $[a, b]$. It is known (see, for example, [22, Section 1.1]) that this space coincides with the space of primitives of Lebesgue summable functions on $[a, b]$, namely

$$AC[a, b] = \{ f : f(x) = c + \int_a^x g(t)dt, \int_a^b |g(t)|dt < \infty \}. \quad (4.1)$$

**Theorem 1.** Let $\alpha$, $\beta$ and $0 < \gamma < 1$ be real numbers and let $f_h^{\gamma, \alpha, \beta}(x)$ ($h \leq a$) be given by (3.1). The Abel-type hypergeometric integral equation (1.1) is solvable in $L_1(a, b)$ if and only if

$$f_h^{\gamma, \alpha, \beta}(x) \in AC(a, b), \quad f_h^{\gamma, \alpha, \beta}(a) = 0. \quad (4.2)$$

Under these conditions, the equation (1.1) has a unique solution given by (2.3).

**Proof.** To prove the necessity part, let (1.1) be solvable in $L_1(a, b)$. Then all steps described in Section 2, in which the change of order of integration in (2.1) is justified by Fubini’s theorem, are true. Thus (2.2) is valid. Hence (4.2) follows from (4.1).

To prove the sufficiency part, let the conditions in (4.2) hold. Then

$$\left( f_h^{\gamma, \alpha, \beta}(x) \right)' = \frac{d}{dx} f_h^{\gamma, \alpha, \beta}(x) \in L_1(a, b),$$

in view of (3.8) and (3.9). We show that it is a solution of (1.1). Substituting $\varphi(x)$ from (2.3) into the left-hand side of (1.1) and denoting the resulting expression by $g(x)$, we have

$$\frac{(x-h)^{-\alpha}}{\Gamma(\gamma)} \int_a^x (x-t)^{-\gamma} F\left( \alpha, \beta; \gamma; \frac{x-t}{x-h} \right) \left( f_h^{\gamma, \alpha, \beta}(t) \right)' dt = g(x). \quad (4.3)$$

This is an integral equation of the form (1.1) involving the prescribed function $\left( f_h^{\gamma, \alpha, \beta}(x) \right)'$. It is certainly solvable, and so by (2.3), we have

$$\left( f_h^{\gamma, \alpha, \beta}(x) \right)' = \left( g_h^{\gamma, \alpha, \beta}(x) \right)' \quad \text{(4.4)}$$

where $g_h^{\gamma, \alpha, \beta}(x)$ is expressed similarly to (3.1):

$$g_h^{\gamma, \alpha, \beta}(x) = \frac{(x-h)^\alpha}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F\left( -\alpha, 1+\beta-\gamma; 1-\gamma; \frac{x-t}{x-h} \right) g(t)dt.$$
Equation (4.4) shows that $f_h^{\gamma,\alpha,\beta}(x)$ and $g_h^{\gamma,\alpha,\beta}(x)$ differ by a constant $k$, that is $f_h^{\gamma,\alpha,\beta}(x) - g_h^{\gamma,\alpha,\beta}(x) = k$ for any $x \in [a, b]$. But $f_h^{\gamma,\alpha,\beta}(a) = 0$ by (4.2) and $g_h^{\gamma,\alpha,\beta}(a) = 0$, because (4.3) is a solvable equation. Hence $k = 0$ and

$$
\frac{(x-h)^\alpha}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F \left( \alpha, 1 + \beta - \gamma, 1 - \gamma; \frac{x-t}{x-h} \right) [f(t) - g(t)] \, dt = 0. 
$$

(4.5)

This is an equation of the form (1.1) and the uniqueness of its solution leads to the result $f(t) = g(t)$. The proof of Theorem 1 is complete.

5. SUFFICIENT CONDITIONS FOR THE SOLVABILITY AND NEW FORM FOR THE SOLUTION

The criterion of solvability of the Abel-type hypergeometric integral equation (1.1) was obtained in Theorem 1 in terms of the auxiliary function $f_h^{\gamma,\alpha,\beta}(x)$. The result below gives sufficient conditions in terms of the function $f(x)$ itself. To prove such a result, we need in the preliminary assertion contained in

**Lemma 2.** Let $f(x) \in AC([a, b])$, $h \leq a$ and let $\alpha$, $\beta$ and $\gamma$ be real numbers such that $0 < \gamma < 1$, when $h < a$, and

$$
0 < \gamma < 1, \quad \gamma - \alpha - 1 < \beta < 1 + \alpha, \quad \gamma < 1 + \alpha, 
$$

when $h = a$. Then $f_h^{\gamma,\alpha,\beta}(x) \in AC[a, b]$ and

$$
f_h^{\gamma,\alpha,\beta}(x) = \frac{(x-h)^\alpha(x-a)^{1-\gamma} f(a)}{\Gamma(2-\gamma)} \, _2F_1 \left( -\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x-a}{x-h} \right) + \frac{(x-h)^\alpha}{\Gamma(2-\gamma)} \int_a^x (x-t)^{-\gamma} F \left( -\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x-t}{x-h} \right) f'(t) \, dt. 
$$

(5.2)

In particular, when $h = a$

$$
f_a^{\gamma,\alpha,\beta}(x) = \frac{\Gamma(1+\alpha-\beta)f(a)}{\Gamma(2+\alpha-\gamma)\Gamma(1-\beta)}(x-a)^{\alpha-\gamma+1} + \frac{(x-a)^\alpha}{\Gamma(2-\gamma)} \int_a^x (x-t)^{1-\gamma} F \left( -\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x-t}{x-a} \right) f'(t) \, dt. 
$$

(5.3)

**Proof.** Since, by hypothesis, $f(t) \in AC[a, b]$, in view of (4.1), $f(t)$ is representable in the form:

$$
f(t) = f(a) + \int_a^t f'(\tau) \, d\tau. 
$$

(5.4)
Substituting this relation into (3.1), we have

\[
f_h^{\gamma,\alpha,\beta}(x) = \frac{(x-h)^\alpha f(a)}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F \left( -\alpha, 1+\beta-\gamma; 1-\gamma; \frac{x-t}{x-h} \right) dt \\
+ \frac{(x-h)^\alpha}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F \left( -\alpha, 1+\beta-\gamma; 1-\gamma; \frac{x-t}{x-h} \right) dt \int_a^t f'(\tau) d\tau \\
= I_h(x) + J_h(x).
\]  \hspace{1cm} (5.5)

According to (1.2), we evaluate \( I_h(x) \):

\[
I_h(x) = \frac{(x-h)^\alpha f(a)}{\Gamma(1-\gamma)} \sum_{k=0}^{\infty} \frac{(-\alpha)_k (1+\beta-\gamma)_k (x-h)^{-k}}{(1-\gamma)_k k!} \int_a^x (x-t)^{k-\gamma} dt \\
= \frac{(x-h)^\alpha (x-a)^{1-\gamma} f(a)}{\Gamma(2-\gamma)} \frac{\Gamma(1+\alpha-\beta)}{\Gamma(2+\alpha-\gamma) \Gamma(1-\beta)} (x-a)^{\alpha-\gamma+1}.
\]  \hspace{1cm} (5.6)

In particular, when \( h = a \) and \( 1+\alpha-\beta > 0 \) we have

\[
I_a(x) = \frac{\Gamma(1+\alpha-\beta) f(a)}{\Gamma(2+\alpha-\gamma) \Gamma(1-\beta)} (x-a)^{\alpha-\gamma+1}.
\]  \hspace{1cm} (5.7)

in accordance with (3.7). As for \( J_h(x) \), after interchanging the order of integration and evaluating the inner integral with using (2.2) we have

\[
J_h(x) = \frac{(x-h)^\alpha}{\Gamma(1-\gamma)} \int_a^x f'(\tau) d\tau \int_a^x (x-t)^{-\gamma} F \left( -\alpha, 1+\beta-\gamma; 1-\gamma; \frac{x-t}{x-h} \right) dt \\
= \frac{(x-h)^\alpha}{\Gamma(1-\gamma)} \int_a^x \left[ \sum_{k=0}^{\infty} \frac{(-\alpha)_k (1+\beta-\gamma)_k (x-h)^{-k}}{(1-\gamma)_k k!} \int_{\tau}^x (x-t)^{-\gamma+k} dt \right] f'(\tau) d\tau \\
= \frac{(x-h)^\alpha}{\Gamma(2-\gamma)} \int_a^x (x-t)^{1-\gamma} F \left( -\alpha, 1+\beta-\gamma; 2-\gamma; \frac{x-t}{x-h} \right) f'(t) dt.
\]  \hspace{1cm} (5.8)

If \( h < a \), it is clear, that \( I_h(x), J_h(x) \in AC[a,b] \) and hence \( f_h^{\gamma,\alpha,\beta}(x) \in AC[a,b] \) in (5.2). When \( h = a \), \( I_a(x) \) in (5.7) is an absolutely continuous function, because

\[
(x-a)^{\alpha-\gamma+1} = (\alpha-\gamma+1) \int_a^x (t-a)^{\alpha-\gamma} dt
\]  \hspace{1cm} (5.9)
and \((t - a)^{\alpha - \gamma} \in L_1(a, b)\) by the condition \(\alpha - \gamma + 1 > 0\) in (5.1). To prove that \(J_a(x) \in AC([a, b])\), we first note that, in accordance with asymptotic behavior of (1.2) at infinity \([3, 2.3(9)]\),

\[
F \left( -\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x - t}{x - a} \right) = O \left( (x - a)^\alpha \right) + O \left( (x - a)^{1+\beta-\gamma} \right) \quad (x \to a)
\]

for noninteger \(\alpha + 1 + \beta - \gamma\), with addition of \(\log(x - a)\) in the case of integer \(\alpha + 1 + \beta - \gamma\). Therefore, \(J_a(a) = 0\), by the condition \(\alpha + 1 + \beta - \gamma > 0\) in (5.1). So we can represent \(J_a(x)\) in the form

\[
J_a(x) = \int_a^x h(t)dt, \quad h(x) = \frac{d}{dx}J_a(x). \quad (5.10)
\]

By using (1.2) and (1.3) and making term-by-term differentiation, being justified under the conditions in (5.1), it is easily seen that

\[
h(x) = h_1(x) + h_2(x)
\]

\[
\equiv \frac{(x - a)^\alpha}{\Gamma(1 - \gamma)} \int_a^x (x - t)^{-\gamma} F \left( -\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x - t}{x - a} \right) f'(t)dt + \frac{\alpha(x - a)^{\alpha-1}}{\Gamma(2 - \gamma)} \int_a^x (x - t)^{1-\gamma} F \left( 1 - \alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x - t}{x - a} \right) f'(t)dt.
\]

It is proved similarly to those in (3.8) and (3.9) that

\[
\int_a^b h_1(x)dx = \int_a^b g_1(t)dt, \quad \int_a^b h_2(x)dx = \int_a^b g_2(t)dt,
\]

where

\[
g_1(t) = \frac{1}{\Gamma(2 - \gamma)} (t - a)^\alpha (b - t)^{1-\gamma} F \left( -\alpha, -\beta; 2 - \gamma; \frac{b - t}{t - a} \right) f'(t),
\]

\[
g_2(t) = \frac{1}{\Gamma(3 - \gamma)} (t - a)^{\alpha-1} (b - t)^{2-\gamma} F \left( 1 - \alpha, 1 - \beta; 3 - \gamma; \frac{b - t}{t - a} \right) f'(t)
\]

and

\[
\int_a^b |g_1(t)|dt < \infty, \quad \int_a^b |g_2(t)|dt < \infty.
\]

Hence \(h(x) \in L_1(a, b)\) and \(J_a(x)\) is also an absolutely continuous function in accordance with (5.8) and (5.10) and \(f_a^{1, \alpha, \beta}(x) \in AC([a, b])\).
The representation (5.2) follows from (5.4)-(5.6). This completes the proof of Lemma 2.

Corollary. Under the conditions of Lemma 2, \( f_h^{\gamma, \alpha, \beta}(a) = 0 \).

The following result gives a new form of the inversion formula for the equation (1.1) applicable to absolutely continuous functions.

Theorem 2. Let \( f(x) \in AC([a, b]) \), \( h \leq a \) and let \( \alpha \), \( \beta \) and \( \gamma \) be real numbers such that the conditions in Lemma 2 are satisfied. Then the Abel-type hypergeometric equation (1.1) is solvable in \( L_1(a, b) \) and its solution (2.3) can be expressed in the form:

\[
\varphi(x) = \frac{(x-a)^{-\gamma}(x-h)^{\alpha}}{\Gamma(1-\gamma)} F\left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-a}{x-h}\right) f(a) \\
+ \frac{(x-a)^{-\gamma}(x-h)^{\alpha-1}}{\Gamma(1-\gamma)} F\left(-\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x-a}{x-h}\right) f(a) \\
+ \frac{(x-h)^{\alpha}}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F\left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-h}\right) f'(t)dt \\
+ \frac{\alpha(x-h)^{\alpha-1}}{\Gamma(2-\gamma)} \int_a^x (x-t)^{-\gamma} F\left(-\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x-t}{x-h}\right) f'(t)dt.
\]

When \( h = a \), this solution takes the form

\[
\varphi(x) = \frac{\Gamma(1+\alpha-\beta) f(a)}{\Gamma(1+\alpha-\gamma) \Gamma(1-\beta) (x-a)^{\alpha-\gamma}} \\
+ \frac{(x-a)^{\alpha}}{\Gamma(1-\gamma)} \int_a^x (x-t)^{-\gamma} F\left(-\alpha, 1 + \beta - \gamma; 1 - \gamma; \frac{x-t}{x-a}\right) f'(t)dt \\
+ \frac{\alpha(x-a)^{\alpha-1}}{\Gamma(2-\gamma)} \int_a^x (x-t)^{-\gamma} F\left(-\alpha, 1 + \beta - \gamma; 2 - \gamma; \frac{x-t}{x-a}\right) f'(t)dt.
\]

Proof. By Lemma 2 and its corollary, \( f_h^{\gamma, \alpha, \beta}(x) \in AC([a, b]) \) and \( f_h^{\gamma, \alpha, \beta}(a) = 0 \). So the conditions (4.2) of Theorem 1 are satisfied and the equation (1.1) is solvable in \( L_1(a, b) \). Since \( \varphi(x) = \left(f_h^{\gamma, \alpha, \beta}(x)\right)' \), (5.12) is obtained by differentiating (5.2). The theorem is thus proved.

Remark 1. The results in Lemmas 1 and 2 and Theorems 1 and 2 generalize the corresponding statements for the classical Abel integral equation studied in [22, Section 2.2].

Remark 2. The results of Sections 4 and 5 given in Theorems 1 and 2, and in particular the new forms (5.12) and (5.13) for the solution of the equation (1.1), can be used to other similar types of integral equations involving modified and particular forms of Gauss hypergeometric function \( F(a, b; c; z) \).
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[22] and [25]). For example, if we put \( h = a \) in (1.1) and replace \( \alpha \) by \( \alpha + \beta \), \( \gamma \) by \( \alpha \) and \( \beta \) by \( -\eta \) in (3.1), we obtain the equation with the generalized fractional integral operator in the left-hand side introduced in [17]. Theorems 1 and 2 with the above specializations yield new forms of results concerning the solvability of this equation and they can be applied to solve the boundary value problems where such equation arise (see [5], [13]-[16], [18]-[20], [21], [24], [26], [27]).

Remark 3. The results in Theorem 1 leads to the definition of the generalized fractional integration and differentiation operators defined by the left-hand side of the equation (1.1) and the right-hand side of the equation (2.3), respectively. Theorem 2 gives sufficient conditions for the existence of such a generalized fractional derivative and its another forms (5.12) and (5.13).
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