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Abstract. This paper discusses new simulation algorithms for stochastic chemical kinetics that exploit the linearity of the chemical master equation and its matrix exponential exact solution. These algorithms make use of various approximations of the matrix exponential to evolve probability densities in time. A sampling of the approximate solutions of the chemical master equation is used to derive accelerated stochastic simulation algorithms. Numerical experiments compare the new methods with the established stochastic simulation algorithm and the tau-leaping method.
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1 Introduction

In many biological systems the small number of participating molecules make the chemical reactions inherently stochastic. The system state is described by probability densities of the numbers of molecules of different species. The evolution of probabilities in time is described by the chemical master equation (CME) [8]. Gillespie proposed the Stochastic Simulation Algorithm (SSA), a Monte Carlo approach that samples from CME [8]. SSA became the standard method for solving well-stirred chemically reacting systems. However, SSA simulates one reaction and is inefficient for most realistic problems. This motivated the quest for approximate sampling techniques to enhance the efficiency.

The first approximate acceleration technique is the tau-leaping method [9] which is able to simulate multiple chemical reactions appearing in a pre-selected time step of length $\tau$. The tau-leap method is accurate if $\tau$ is small enough to satisfy the leap condition, meaning that propensity functions remain nearly constant in a time step. The number of firing reactions in a time step is approximated by a Poisson random variable [10]. Explicit tau-leaping method is
numerically unstable for stiff systems [5]. Stiffness systems have well-separated “fast” and “slow” time scales present, and the “fast modes” are stable. The implicit tau-leap method [12] overcomes the stability issue but it has a damping effect on the computed variances. More accurate variations of the implicit tau-leap method have been proposed to alleviate the damping [1, 3, 4, 7, 9, 13]. Simulation efficiency has been increased via parallelization [2].

Direct solutions of the CME are computationally important specially in order to estimate moments of the distributions of the chemical species [11]. Various approaches to solve the CME are discussed in [6].

Sandu re-drives the SSA algorithm from CME in [14]. The analysis reveals the hidden approximations made by the SSA and the tau-leap methods. The approach explains the explicit tau-leap method as an exact sampling procedure from an approximate solution of the CME. The numerical solver is obtained by first discretizing the CME in time, advancing the probability density by one time step, and then sampling the new probability density from the approximation.

This paper extends the study [14] and proposes new approximations to the CME solution based on various approximations of matrix exponentials. Different approximation techniques of the matrix exponential lead to various algorithms that have their own strengths and weaknesses with regard to accuracy, stability and computational complexity. Numerical experiments are performed with two different chemical systems to assess the accuracy and stability of each of the algorithms.

The paper is organized as follows. Section 2 reviews the stochastic simulation of chemical kinetics. Section 3 developed the new approximation methods. Numerical experiments to illustrate the proposed schemes are carried out in Section 4. Conclusions are drawn in Section 5.

2 Simulation of Stochastic Chemical Kinetics

Consider a chemical system in a constant volume container. The system is well-stirred and in thermal equilibrium at some constant temperature. There are $N$ different chemical species $S^1, \ldots, S^N$. Let $X^i(t)$ denote the number of molecules of species $S_i$ at time $t$. The state vector $x(t) = [X^1(t), \ldots, X^N(t)]$ defines the numbers of molecules of each species present at time $t$. The chemical network consists of $M$ reaction channels $R_1, \ldots, R_M$. Each individual reaction destroys a number of molecules of reactant species, and produces a number of molecules of the products. Let $\nu^i_j$ be the change in the number of $S^i$ molecules caused by a single reaction $R_j$. The state change vector $\nu_j = [\nu^1_j, \ldots, \nu^N_j]$ describes the change in the entire state following $R_j$.

A propensity function $a_j(x)$ is associated with each reaction channel $R_j$. The probability that one $R_j$ reaction will occur in the next infinitesimal time interval $[t, t+dt]$ is $a_j(x(t)) \cdot dt$. The purpose of a stochastic chemical simulation is to trace the time evolution of the system state $x(t)$ given that at the initial time $\bar{t}$ the system is in the initial state $x(\bar{t})$. 

2.1 Chemical Master Equation

The Chemical Master Equation (CME) [8] has complete information about time evolution of probability of system’s state

$$\frac{\partial P(x,t)}{\partial t} = \sum_{r=1}^{M} a_r (x - v_r) P(x - v_r, t) - a_0 (x) P(x,t).$$  \hspace{1cm} (2.1)

Let $Q^i$ be the total possible number of molecules of species $S^i$. The total number of all possible states of the system is:

$$Q = \prod_{i=1}^{N} (Q^i + 1).$$

We denote by $\mathcal{I}(x)$ the state-space index of state $x = [X^1, \ldots, X^N]$

$$\mathcal{I}(x) = (Q^{N-1} + 1) \cdots (Q^1 + 1) \cdot X^N + \cdots + (Q^2 + 1) (Q^1 + 1) \cdot X^3 + (Q^1 + 1) \cdot X^2 + X^1 + 1.\hspace{1cm} (2.2)$$

One firing of reaction $R_r$ changes the state from $x$ to $\bar{x} = x - v_r$. The corresponding change in state space index is:

$$\mathcal{I}(x) - \mathcal{I}(x - v_r) = d_r,$$

$$d_r = (Q^{N-1} + 1) \cdots (Q^1 + 1) \cdot v_r^N + \cdots + (Q^2 + 1) (Q^1 + 1) \cdot v_r^3 + (Q^1 + 1) \cdot v_r^2 + v_r.\hspace{1cm} (2.2)$$

The discrete solutions of the CME (2.1) are vectors in the discrete state space, $P(t) \in \mathbb{R}^Q$. Consider the diagonal matrix $A_0 \in \mathbb{R}^{Q \times Q}$ and the Toeplitz matrices $A_1, \ldots, A_M \in \mathbb{R}^{Q \times Q}$ [14]

$$(A_0)_{i,j} = \begin{cases} -a_0 (x_j) & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases} \hspace{1cm} (A_r)_{i,j} = \begin{cases} a_r (x_j) & \text{if } i - j = d_r, \\ 0 & \text{if } i - j \neq d_r, \end{cases}$$

as well as their sum $A \in \mathbb{R}^{Q \times Q}$ with entries

$$A = A_0 + A_1 + \cdots + A_M, \hspace{1cm} A_{i,j} = \begin{cases} -a_0 (x_j) & \text{if } i = j, \\ a_r (x_j) & \text{if } i - j = d_r, \hspace{1cm} r = 1, \ldots, M, \\ 0 & \text{otherwise}, \end{cases}$$

where $x_j$ denotes the unique state with state space index $j = \mathcal{I}(x_j)$. In fact matrix $A$ is a square $(Q \times Q)$ matrix which contains all the propensity values for each possible value of all species or let’s say all possible states of reaction system. All possible states for a reaction system consists of $N$ species where each specie has at most $Q^i$ $i = 1, 2, \ldots, N$ value.

The CME (2.1) is a linear ODE on the discrete state space

$$P' = AP, \hspace{1cm} P(t) = \delta_{\mathcal{I}(\bar{x})}, \hspace{1cm} t \geq \bar{t},$$

(2.4)
where the system is initially in the known state \( x(0) = \bar{x} \) and therefore the initial probability distribution vector \( P(0) \in \mathbb{R}^Q \) is equal to one at \( I(\bar{x}) \) and is zero everywhere else. The exact solution of the linear ODE (2.4) is follows:

\[
P(\bar{t} + T) = \exp (T A) P(\bar{t}) = \exp \left( T \sum_{r=0}^{M} A_r \right) P(\bar{t}). \tag{2.5}
\]

### 2.2 Approximation to chemical master equation

Although the CME (2.1) fully describes the evolution of probabilities it is difficult to solve in practice due to large state space. Sandu [14] considers the following approximation of the CME:

\[
\frac{\partial P(x,t)}{\partial t} = \sum_{r=1}^{M} a_r(\bar{x}) P(x-v_r,t) - a_0(\bar{x}) P(x,t), \tag{2.6}
\]

where the arguments of all propensity functions have been changed from \( x \) or \( x-v_j \) to \( \bar{x} \). In order to obtain an exponential solution to (2.6) in probability space we consider the diagonal matrix \( \bar{A}_0 \in \mathbb{R}^{Q \times Q} \) and the Toeplitz matrices \( \bar{A}_1, \ldots, \bar{A}_M \in \mathbb{R}^{Q \times Q} \) [14]. \( \bar{A}_r \) matrices are square \( (Q \times Q) \) matrices are built upon the current state of system in reaction system which is against \( A_r \) matrices that contain all possible states of reaction system.

\[
(\bar{A}_0)_{i,j} = \begin{cases} 
-a_0(\bar{x}) & \text{if } i = j, \\
0 & \text{if } i \neq j,
\end{cases} \quad (\bar{A}_r)_{i,j} = \begin{cases} 
a_r(\bar{x}) & \text{if } i - j = d_r, \\
0 & \text{if } i - j \neq d_r,
\end{cases} \tag{2.7}
\]

together with their sum \( \bar{A} = \bar{A}_0 + \cdots + \bar{A}_M \). The approximate CME (2.6) can be written as the linear ODE

\[
P'(t) = \bar{A} P, \quad P(\bar{t}) = \delta_{I(\bar{x})}, \quad t \geq \bar{t},
\]

and has an exact solution

\[
P(\bar{t} + T) = \exp (T \bar{A}) P(\bar{t}) = \exp \left( T \sum_{r=0}^{M} \bar{A}_r \right) P(\bar{t}). \tag{2.8}
\]

### 2.3 Tau-leaping method

In tau-leap method the number of times a reaction fires is a random variable from a Poisson distribution with parameter \( a_r(\bar{x}) \tau \). Since each reaction fires independently, the probability that each reaction \( R_r \) fires exactly \( k_r \) times, \( r = 1, 2, \ldots, M \), is the product of \( M \) Poisson probabilities.

\[
P(K_1 = k_1, \ldots, K_M = k_M) = \prod_{r=1}^{M} e^{-a_r(\bar{x})\tau} \frac{(a_r(\bar{x})\tau)^{k_r}}{K_r!} = e^{-a_0(\bar{x})\tau} \prod_{r=1}^{M} \frac{(a_r(\bar{x})\tau)^{k_r}}{K_r!}.
\]

The state vector after these reactions changes as follows:

\[
X(\bar{t} + \tau) = \bar{x} + \sum_{r=1}^{M} K_r v_r. \tag{2.9}
\]
The probability to go from state \( \bar{x} \) at \( t \) to state \( x \) at \( t + \tau \), \( \mathcal{P}(X(t + \tau)) = x \), is the sum of all possible firing reactions which is:

\[
\mathcal{P}(X, t + \tau) = e^{-a_0 \bar{x}^T} \sum_{k \in \mathcal{K}(x - \xi)} M \prod_{r=1}^{M} \frac{(a_r \bar{x}^T)^k_k}{K_r!}
\]

Equation (2.8) can be approximated by product of each matrix exponential:

\[
\mathcal{P}(\bar{t} + T) = \exp(T \bar{A}_0) \exp(T \bar{A}_1) \exp(T \bar{A}_r) \mathcal{P}(\bar{t}). \quad (2.10)
\]

It has been shown in [14] that the probability given by the tau-leaping method is exactly the probability evolved by the approximate solution (2.10).

### 3 Approximations to the Exponential Solution

#### 3.1 Strang splitting

In order to improve the approximation of the matrix exponential in (2.10) we consider the symmetric Strang splitting [15]. For \( T = n\tau \) Strang splitting applied to an interval of length \( \tau \) leads to the approximation

\[
\mathcal{P}(\bar{t} + i\tau) = \exp(\tau/2 \bar{A}_r) \exp(\tau/2 \bar{A}_1) \exp(\tau/2 \bar{A}_0) \mathcal{P}(\bar{t} + (i - 1)\tau), \quad (3.1)
\]

where the matrices \( \bar{A}_r \) are defined in (2.7).

#### 3.2 Column based splitting

In column based splitting the matrix \( A \) (2.3) is decomposed in a sum of columns

\[
A = \sum_{j=1}^{Q} A_j, \quad A_j = c_j e_j^T.
\]

Each matrix \( A_j \) has the same \( j\)-th column as the matrix \( A \), and is zero everywhere else. Here \( c_j \) is the \( j\)th column of matrix \( A \) and \( e_j \) is the canonical vector which is zero every where except the \( j\)th component. The exponential of \( \tau A_j \) is:

\[
e^{\tau A_j} = \sum_{k=0}^{\infty} \frac{\tau^k (A_j)^k_k}{k!}.
\]

Since \( e_j^T c_j \) is equal to the \( j\)-th diagonal entry of matrix \( A \):

\[
e_j^T c_j = -a_0(x_j),
\]

the matrix power \( A_j^k \) reads

\[
A_j^k = c_j e_j^T c_j e_j^T \cdots c_j e_j^T = (-a_0(x_j))^{k-1} c_j e_j^T = (-a_0(x_j))^{k-1} A_j.
\]

Consequently the matrix exponential (3.2) becomes

\[
e^{\tau A_j} = I + \sum_{k=1}^{\infty} \frac{(-\tau a_0(x_j))^{k-1}}{k!} (\tau A_j) = I + S_j \tau A_j, \quad S_j = \sum_{k=1}^{\infty} \frac{(-\tau a_0(x_j))^{k-1}}{k!}.
\]
We have
\[ e^{\tau A} = e^{\tau \sum_{j=1}^{Q} A_j} \approx \prod_{j=1}^{Q} e^{\tau A_j} \approx \prod_{j=1}^{Q} (I + S_j \tau A_j) \]
and the approximation to the CME solution reads
\[ P(\bar{t} + i\tau) \approx \prod_{j=1}^{Q} (I + S_j \tau A_j) P(\bar{t} + (i-1)\tau). \]

### 3.3 Accelerated tau-leaping

In this approximation method we build the matrices
\[(B_r)_{i,j} = \begin{cases} -a_r(x_j) & \text{if } i = j, \\ a_r(x_j) & \text{if } i - j = d_r, \\ 0 & \text{otherwise,} \end{cases}\]
where \(a_r(x)\) are the propensity functions. The matrix \(A\) in (2.3) can be written as
\[ A = \sum_{r=1}^{M} B_r. \]

The solution of the linear CME (2.5) can be approximated by
\[ P(\bar{t} + \tau) = e^{\tau A} P(\bar{t}) \approx e^{\tau B_1} e^{\tau B_2} \cdots e^{\tau B_M} P(\bar{t}). \]
(3.3)

Note that the evolution of state probability by \(e^{\tau B_j} \cdot P(\bar{t})\) describes the change in probability when only reaction \(j\) fires in the time interval \(\tau\). The corresponding evolution of the number of molecules that samples the evolved probability is
\[ x(\bar{t} + \tau) = x(\bar{t}) + V_j K(a_j(x(\bar{t})) \tau), \]
where \(K(a_j(x(\bar{t})) \tau)\) is a random number drawn from a Poisson distribution with parameter \(a_j(x(\bar{t})) \tau\), and \(V_j\) is the \(j\)-th column of stoichiometry matrix.

The approximate solution (3.3) accounts for the change in probability due to a sequential firing of reactions \(M, M-1, \ldots, 1\). Sampling from the resulting probability density can be done by changing the system sequentially consistent with the firing of each reaction. This leads to algorithm (3.4). The accelerated tau-leap method (3.4) provides accurate and stable results especially for large time steps since the change in state is accomplished through a sequential firing of reactions. From the complexity point of view, the number of propensity function calculations and Poisson random numbers generated are the same as for traditional tau-leap. We note that in traditional tau-leap a vector of Poisson random variables is generated at once, which is possibly more efficient than generating the random numbers one at a time.

\[ \hat{X}_M = x(\bar{t}) \]
for \(i = M, M-1, \ldots, 1\)
\[ \hat{X}_{i-1} = \hat{X}_i + V_i K(a_i(\hat{X}_i) \tau) \]
\[ x(\bar{t} + \tau) = \hat{X}_0. \]
(3.4)
Moreover, (3.3) can also be written as:

\[ \mathcal{P}(\bar{t} + \tau) \approx e^{\tau B_1}e^{\tau B_2}\ldots e^{\tau B_M} \mathcal{P}(\bar{t}) \]
\[ \approx (e^{\tau B_1}e^{\tau B_2}\ldots e^{\tau B_{M-1}})(e^{\tau B_M/2}e^{\tau B_{M-1}/2}\ldots e^{\tau B_M}) \mathcal{P}(\bar{t}) \]  
(3.5)

Then, (3.4) can be written as:

\[ \hat{X}_M = x(\bar{t}) \]
for \( i = M, M-1, \ldots, M/2 \)
\[ \hat{X}_{i-1} = \hat{X}_i + V_i K(a(\hat{X}_M)\tau) \]
for \( i = M/2 - 1, \ldots, 1 \)
\[ \hat{X}_{i-1} = \hat{X}_i + V_i K(a(\hat{X}_M)\tau/2) \]
\[ x(\bar{t} + \tau) = \hat{X}_0. \]  
(3.6)

### 3.4 Symmetric accelerated tau-leaping

A more accurate version of accelerated tau-leaping can be constructed by using symmetric Strang splitting (3.1) to approximate the matrix exponential in (3.3). Following the procedure used to derive (3.4) leads to the following sampling algorithm:

\[ \hat{X}_M = x(\bar{t}) \]
for \( i = M, M-1, \ldots, 1 \)
\[ \hat{X}_{i-1} = \hat{X}_i + V_i K(a(\hat{X}_i)\tau/2) \]
for \( i = 1, 2, \ldots, M \)
\[ \hat{X}_i = \hat{X}_{i-1} + V_{i-1} K(a(\hat{X}_{i-1})\tau/2) \]
\[ x(\bar{t} + \tau) = \hat{X}_M. \]  
(3.7)

The symmetric accelerated tau-leap algorithm (3.7) is twice as expensive as the accelerated tau-leap (3.6) for the same value of \( \tau \) since it computes the propensity functions and generates Poisson random variables two times per step.

### 4 Numerical Experiments

The above approximation techniques are used to solve two test systems, reversible isomer and the Schlogl reactions [5]. The experimental results are presented in following sections.

#### 4.1 Isomer reaction

The reversible isomer reaction system is [5]

\[ x_1 \xrightarrow{c_1} x_2 \xrightarrow{c_2} x_1. \]  
(4.1)
The stoichiometry matrix and the propensity functions are:

\[ V = \begin{bmatrix} -1 & 1 \\ 1 & -1 \end{bmatrix}, \quad a_1(x) = c_1 x_1, \quad a_2(x) = c_2 x_2. \]

The reaction rate values are \( c_1 = 10, \ c_2 = 10 \) (units), the time interval is \( [0, T] \) with \( T = 10 \) (time units), initial conditions are \( x_1(0) = 40, \ x_2(0) = 40 \) molecules, and maximum values of species are \( Q^1 = 80 \) and \( Q^2 = 80 \) molecules.

The exact exponential solution of CME obtained from (2.5) is a joint probability distribution vector for the two species at final time. Figure 1a shows that the histogram of 10,000 SSA solutions is very close to the exact exponential solution. The approximate solution using the sum of exponentials (2.8) is illustrated in Figure 1b. This approximation is not very accurate since it uses only the current state of the system. Other approximation methods based on the product of exponentials (2.10), Strang splitting, (3.1) and column based splitting are not very accurate, and consequently we choose not to report their results. The reason of poor approximation of product of exponentials and Strang splitting methods is due to the error propagation that occurs during successive matrix vector multiplications.

![Figure 1](image1.png)

(a) 10,000 SSA runs versus the exact solution (2.5)

![Figure 1](image2.png)

(b) Exact solution (2.5) versus the approximation to exact solution using sum of exponentials (2.8)

**Figure 1.** Histograms of the isomer system (4.1) results at the final time \( T = 10 \).

The isomer system (4.1) solutions provided by the traditional tau-leap (2.9) and by accelerated tau-leap (3.4) methods at the final time \( T = 10 \) (units). A small time step of \( \tau = 0.01 \) (units) is used. The number of samples for both methods is 10,000.
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**Figure 2.** Isomer system (4.1) solutions provided by the traditional tau-leap (2.9) and by accelerated tau-leap (3.4) methods at the final time \( T = 10 \) (units). A small time step of \( \tau = 0.01 \) (units) is used. The number of samples for both methods is 10,000.
Figure 3. Histograms of isomer system (4.1) solutions obtained with SSA, traditional
tau-leap (2.9), and symmetric accelerated tau-leap (3.7) methods at the final time $T = 10$.
The number of samples is 10,000 for all methods.

The results reported in Figure 2 indicate that for small time steps $\tau$ the
accelerated tau-leap (3.4) solution is very close to the results provided by tra-
ditional explicit tau-leap.

Symmetric accelerated tau-leap method (3.7) yields even better results, as
shown in Figure 3. For small time steps the traditional and symmetric accel-
erated methods give similar results, however, for large time steps, the results
of the symmetric accelerated method is considerably more stable.

To assess accuracy we measure the numerical error as the the difference
between the PDF of each algorithm and the PDF of SSA:

$$error = \sum_{i=0}^{Q(1)} |SSA_{molecules}(i) - NewAlgorithm_{molecules}(i)| / Q(1).$$

Figure 4 plots the errors given by different algorithms versus computational
time. Each point on the curves corresponds to a different time step $\tau$; specifi-
cally, 10,000 simulations with that value of $\tau$ are carried out and the samples
are used to obtain a histogram that approximates the PDF. For larger time steps $\tau$ (smaller CPU times) the errors of symmetric accelerated tau-leap and accelerated tau-leap are smaller than the error of traditional tau-leap. The two new algorithms are more effective for lower accuracy computations. For small time steps $\tau$ (target CPU times) the traditional tau-leap is the most efficient. The CPU time for the symmetric accelerated tau-leap the largest among the three methods for a given time step since it requires computing propensity functions twice per step.

4.1.1 Absolute stability and stiffness

To assess the stability of the new algorithms we apply them to solve the isomer reaction [5]. It turns out that for this test problem the mean and variance of the solution obtained by accelerated tau-leap and by symmetric accelerated tau-leap are the same as for traditional tau-leap, since the only change in these algorithms is the sequential firing of reactions. The procedure outlined in [5] for obtaining the absolute stability is to fix $\tau$ and let the number of steps $n$ tend to infinity. Having $X^* = X_{\text{theoretical}}(\infty) = X_{1\text{theoretical}}(\infty)$ and $\lambda = c_1 + c_2$ in isomer reaction, the following asymptotic values of the mean and variance are obtained [5]

$$E[X(\infty)] = E(X^*), \quad \text{Var}[X(\infty)] = \frac{2}{2 - \lambda \tau} \text{Var}(X^*).$$

The mean value given by tau-leap method converges to the theoretical mean value, while the variance does not. The same conclusions hold for the accelerated tau-leap and symmetric accelerated tau-leap methods.

4.2 Schlogl reaction

We next consider the Schlogl reaction system [5]

$$B_1 + 2x \xrightleftharpoons[c_2]{c_1} 3x, \quad B_2 \xrightleftharpoons[c_4]{c_3} x,$$

whose solution has a bi-stable distribution. Let $N_1, N_2$ be the numbers of molecules of species $B_1$ and $B_2$, respectively. The reaction stoichiometry matrix and the propensity functions are:

$$V = \begin{bmatrix} 1 & -1 & 1 & -1 \end{bmatrix},$$

$$a_1(x) = \frac{c_1}{2} N_1 x (x - 1), \quad a_2(x) = \frac{c_2}{6} N_1 x (x - 1)(x - 2),$$

$$a_3(x) = c_3 N_2, \quad a_4(x) = c_4 x.$$

The following parameter values (each in appropriate units) are used:

$$c_1 = 3 \times 10^{-7}, \quad c_2 = 10^{-4}, \quad c_3 = 10^{-3},$$

$$c_4 = 3.5, \quad N_1 = 1 \times 10^5, \quad N_2 = 2 \times 10^5$$

with the final time $T = 4$ (units), the initial condition $x(0) = 250$ molecules, and the maximum values of species $Q^1 = 900$ molecules.
Figure 5. Histograms of Schlogl system (4.2) results at final time $T = 4$ (units).

Figure 6. Histograms of Schlogl system (4.2) solutions with $\tau = 0.0001$ (units), final time $T = 4$ (units), and 10,000 samples.

Figure 5a illustrates the result of exact exponential solution (2.5) versus SSA. Figure 5b reports the sum of exponentials (2.8) result which is not a very good approximation. The product of exponentials (2.10) and Strang splitting (3.1) results are not reported here since they provide inaccurate approximations.

Figures 6a and 6b present the results obtained with the accelerated tau-leap and the symmetric tau-leap, respectively. For small time step the results are very accurate. For large step sizes the results become less accurate but continue to be more stable than tau-leap. Systems having a large number of reactions may be more affected by the low accuracy, and improvements such as the ones described in equations (3.5) and (3.6) may prove helpful.

5 Conclusions

This study proposes new numerical solvers for stochastic simulations of chemical kinetics. The proposed approach exploits the linearity of the CME and the exponential form of its exact solution. The matrix exponential appearing in
the CME solution is approximated as a product of simpler matrix exponentials. This leads to an approximate (“numerical”) solution of the probability density evolved to a future time. The solution algorithms sample exactly this approximate probability density and provide extensions of the traditional tau-leap approach.

Different approximations of the matrix exponential lead to different numerical algorithms: Strang splitting, column splitting, accelerated tau-leap, and symmetric accelerated tau-leap. Numerical results illustrate that the new approximation methods are more stable than explicit tau-leap especially for large time steps, but are less accurate for some reaction systems. Despite this fact the class novel numerical solvers proposed herein is of interest since it is based on a totally different approach than the one used to derive classical schemes. Specifically, one first discretizes the chemical master equation, then draws samples from the resulting probability density. Current work by the authors focuses on improving the accuracy of the new family of approximation techniques.
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Appendix A. Example

We exemplify the process of building matrix $A$ (2.3) for the Schlogl and isomer reactions.

**Isomer reaction** Here for simplicity, we exemplify the implementation of the system for the maximum values of species $Q^1 = 2$ and $Q^2 = 2$. According to (2.1), $Q = (Q^1 + 1) \times (Q^2 + 1) = 3^2$.

The vector $d$ according to (2.2) is $[2, -2]$. The state matrix which contains all possible states has dimension $81^2 \times 2$ matrix:

$$x = \begin{bmatrix} 0 & 1 & 2 & 0 & 1 & 2 & 0 & 1 & 2 \\ 0 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 2 \end{bmatrix}^T \in \mathbb{R}^{3^2 \times 2}.$$

The matrix $A \in \mathbb{R}^{Q \times Q \times Q \times Q}$ As an example for a maximum number of species...
$Q^1 = 2$, $Q^2 = 2$ the matrix $A$ is:

$$
A = \begin{bmatrix}
-a_0(x_1,\cdot) & a_2(x_3,\cdot) & 0 & 0 & 0 & 0 & 0 \\
0 & -a_0(x_2,\cdot) & 0 & \ddots & \ddots & \ddots & \ddots \\
a_1(x_1,\cdot) & 0 & -a_0(x_3,\cdot) & 0 & \ddots & \ddots & \ddots \\
0 & a_1(x_2,\cdot) & 0 & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & a_1(x_3,\cdot) & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 0 & 0 & -a_0(x_7,\cdot) & a_2(x_9,\cdot) \\
0 & 0 & 0 & 0 & 0 & 0 & -a_0(x_8,\cdot) \\
0 & 0 & 0 & 0 & 0 & 0 & a_1(x_7,\cdot) \\
0 & 0 & 0 & 0 & 0 & 0 & -a_0(x_9,\cdot) \\
0 & 0 & 0 & 0 & 0 & 0 & a_2(x_8,\cdot) \\
0 & 0 & 0 & 0 & 0 & 0 & -a_0(x_9,\cdot)
\end{bmatrix} \in \mathbb{R}^{9\times 9}.
$$

**Schlogl reaction**  Here for simplicity, we exemplify the implementation of the system for the maximum value of the number of molecules $Q^1 = 5$. According to (2.1) the dimensions of $A$ are: $(Q^1 + 1 \times Q^1 + 1) = 6 \times 6$. The vector $d$ (2.2) for this system $[1, -1, 1, -1]$. All possible states for this system are contained in the state vector

$$
x = [0, 1, 2, \cdots, 5]^\top \in \mathbb{R}^{1\times 6}.
$$

As an example matrix $A$ for maximum number of molecules $Q = 5$ is the following tridiagonal matrix:

$$
A = \begin{bmatrix}
-a_0(x_1) & a_2(x_2) + a_4(x_2) & 0 & 0 & 0 & 0 \\
a_1(x_1) + a_3(x_1) & -a_0(x_2) & 0 & \ddots & \ddots & \ddots \\
0 & a_1(x_2) + a_3(x_2) & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & a_2(x_5) + a_4(x_5) & 0 & \ddots & \ddots \\
0 & 0 & 0 & -a_0(x_5) & a_2(x_6) + a_4(x_6) & 0 \\
0 & 0 & 0 & 0 & a_1(x_5) + a_3(x_5) & -a_0(x_6)
\end{bmatrix} \in \mathbb{R}^{6\times 6}.
$$
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