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Abstract. The present paper tends to define a new type of string stability based on Mittag-Leffler function that is called \((p\alpha)\)-string stability. This kind of stability will be considered for a class of singularly perturbed stochastic systems of fractional order. The fractional derivative in these systems is situated in the local sense. String stability indicates uniform boundedness of the interconnected system, if the initial cases of interconnected system be uniformly bounded. The deduction of the sufficient conditions of stability is based on a mixture of the concept of the Mittag-Leffler stability with the notion of \(p\)-mean string stability of singularly perturbed stochastic systems. In this sense the objective, it is argued, is to investigate the full order system in their lower order subsystems, i.e., the reduced order system and the boundary layer correction.
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1 Introduction

The fractional calculus is a generalization of the classical calculus and the history of it traces back to more than 300 years ago. From then on, several mathematicians contributed to the expansion of it, including Riemann, Liouville, Abel, Grünwald, Letnikov, Weyle and Riesz. Today, fractional calculus is a subject undergoing intense study with rapid progress and executions in different areas of science and engineering. For more details see [2] and the references therein.
The topic of stability analysis of nonlinear singularly perturbed stochastic systems was recently investigated in [26]. The sufficient conditions of uniform, stochastic asymptotic stability for a special class of nonlinear, singularly perturbed systems were obtained in [6, 7]. However, stability analysis of the mentioned systems has not been widely developed in the scope of fractional calculus. This paper attempts to conduct a detailed study of sufficient conditions so as to present a new type of Mittag-Leffler stability for nonlinear, singularly perturbed stochastic systems of fractional order. In order to match this type of stability to the scope of fractional differential systems, we employ a relatively new derivative that is called the local fractional derivative.

We use the concept of $p$-stability [12, 21] and blend it with the idea of the global uniform Mittag-Leffler stability [1, 3, 15] to deduce new results called Mittag-Leffler string stability for the mentioned systems. The main result is obtained in the form of Definition 2. The subsequent results of this definition are given and we indicate that when sufficient conditions of Mittag-Leffler string stability are fulfilled for both the reduced order system and the boundary layer system and also some further assumptions, the full order system is Mittag-Leffler string stable for sufficient small values of perturbation parameter.

Our motivation to investigate the stochastic systems within local fractal space [34] is that, in a new study, scientists have found that a serial killer's pattern of murders seems to conform to a strict mathematical formula [24]. They theorize that the reason murders are associated with a mathematical function known as 'the Devil's staircase' is that serial killers patterns of behavior driven by firing of neurons in their brains. This research, by using data from a Russian serial killer Andrei Chikatilo, nicknamed Rostov Ripper, whose 53 murders are well known, seems to offer the possibility that police could be ready when other killers were driven to strike. Moreover, murder patterns of other serial killers are similar to that of Chikatilo, cf. Figures 5 and 6 of [24] which show the cumulative number of murders committed by Yang Xinhai, and Moses Sithole. However, the researchers acknowledge that prediction measurements need to be refined. We must point out that, the Devil's staircase is a statistical term referring to graph results that resembles a staircase of increasing values when plotted out. The plot of the cumulative number of murders committed by Chikatilo over 12 years, which is a Devil’s staircase [24] is shown here by Figure 1. Mathematically, the results depict a function that is partially continuous. The analysis of differentiability is usually given by means of fractal dimension, via the Hausdorff dimension that appears to be the most popular choice. The Hausdorff dimension of the set of non-differentiability of the Devil’s staircase is $\ln 2/\ln 3$.

2 A brief review of prerequisites based on local fractional calculus and probability theory

Recently, the fractional calculus is sufficiently used in probability theory and stochastic systems. For instance, the probability density of fractional order
Figure 1. The plot of the cumulative number of murders committed by Chikatilo over 12 years, which is a Devil’s staircase [24].

\[ f_\alpha(x) \] namely that

\[ F[a, b] := P[a < X < b] = \int_a^b f_\alpha(t)(dt)^\alpha, \ 0 < \alpha < 1, \]

is investigated by means of fractional calculus [8]. Furthermore, by using the uniform fractional probability density function, the classical probability axioms are validated for a fractional probability measure. For more details, the reader is recommended to consult the research works presented in [19, 27].

The idea of local fractional calculus [22, 32, 33], which was first proposed by Kolwankar and Gangal [14] based on the Riemann-Liouville fractional derivative [13], was employed to deal with non-differentiable problems in science and engineering [29]. Yang et al. [28, 29, 30, 31] presented the logical generalizations of the definitions to the subject of local derivative on fractals. First, we recall the basic notations and definitions.

A function \( f(x) \) is called local fractional continuous at \( x = x_0 \), if for each \( \epsilon > 0 \) there exists \( \delta > 0 \) such that, \[ 0 < \alpha \leq 1, \]

\[ |f(x) - f(x_0)| < \epsilon^\alpha, \]

whenever \( |x - x_0| < \delta \). It is written as \( \lim_{x \to x_0} f(x) = f(x_0) \).

\( f(x) \) is called local fractional continuous on the interval \( (a, b) \), denoted by \( f(x) \in C_\alpha(a, b) \), if (2.1) is valid for \( x \in (a, b) \).

Let \( f(x) \in C_\alpha(a, b) \). Local fractional derivative of \( f(x) \) of order \( \alpha \) at \( x = x_0 \) is defined as, \[ 0 < \alpha \leq 1, \]

\[ f^{(\alpha)}(x_0) = \frac{d^\alpha f(x)}{dx^\alpha} \bigg|_{x=x_0} = \lim_{x \to x_0} \frac{\Delta^\alpha(f(x) - f(x_0))}{(x - x_0)^\alpha}, \]

where \( \Delta^\alpha(f(x) - f(x_0)) \cong \Gamma(\alpha + 1)(f(x) - f(x_0)) \). Here, \( \Gamma(\cdot) \) is a gamma function.
Suppose that for any point \( x \in (a,b) \) there exists
\[
f^{(\alpha)}(x) = \frac{d^{\alpha}f(x)}{dx^{\alpha}} = D_x^{\alpha}f(x).
\]
In this case, \( D_x^{\alpha}(a,b) \) is called a \( \alpha \)-local fractional derivative set and
\( f(x) \in D_x^{\alpha}(a,b). \)

Local fractional derivative meets the following simple rules
\[
D_x^{\alpha}c = 0, \quad D_x^{\alpha}[cf] = cD_x^{\alpha}f, \quad D_x^{\alpha}x^\beta = \frac{\Gamma(1+\beta)}{\Gamma(1+\beta-\alpha)}x^{\beta-\alpha}, \quad \beta \geq \alpha > 0,
\]
and the following simple chain rules [28,29,30,31],
\[
D_{k\alpha}^{\alpha}f(x) = \frac{d^k}{dx^k}D_x^{\alpha}D_x^{\alpha}_1\ldots D_x^{\alpha}_k f(x), \quad D_x^{\alpha}[(f \circ g)(x)] = \left(\frac{dg}{dx}\right)^\alpha D_x^{\alpha}f(g(x)).
\]

Let \( f(x) \in C_\alpha(a,b), \ 0 < \alpha \leq 1. \) Local fractional integral of \( f(x) \) of order \( \alpha \) in the interval \([a,b]\) is given by [28,29,30,31],
\[
aI_b^{\alpha}f(x) = \frac{1}{\Gamma(\alpha+1)} \int_a^b f(x)(dx)^\alpha = \frac{1}{\Gamma(\alpha+1)} \lim_{\Delta x \to 0} \sum_{j=0}^{N-1} f(x_j)(\Delta x_j)^\alpha,
\]
where \( \Delta x_j = x_{j+1} - x_j, \ \Delta x = \max\{\Delta x_1, \Delta x_2, \ldots, \Delta x_j\} \), and \([x_j, x_{j+1}], j = 0, 1, \ldots, N-1, x_0 = a, x_N = b, \) is a partition of the interval \([a,b]\).

Suppose that for any point \( x \in (a,b) \) there exists \( aI_x^{\alpha}f(x) \). In this case, \( I_x^{\alpha}(a,b) \) is called a \( \alpha \)-local fractional integral set and
\( f(x) \in I_x^{\alpha}(a,b). \)

Let \( F \) be a subset of the real line and be a fractal (e.g., Cantor set or like-Cantor set). Following (2.2), the \( \alpha \)-dimensional Hausdorff measure \( H_\alpha \) is given by [28,29,30,31],
\[
H_\alpha(F \cap (x_0, x)) = (x - x_0)^\alpha, \quad 0 < \alpha \leq 1,
\]
and its plot when \( \alpha = \frac{\ln 2}{\ln 3} \) is the dimension of the fractal set \( F \) and \( x_0 = 0. \)

The Mittag-Leffler function which is named after the Swedish mathematician Gösta Mittag-Leffler, who defined it in 1903 [18], plays a major role in the rest of this paper. It should be noted that, in fractional calculus, the Mittag-Leffler function, as a similar to exponential naturally function in classical calculus, plays an essential task [10, 11]. Carries out, the exponential function itself is a particular case of the Mittag-Leffler function. We recall that the two-parametric Mittag-Leffler function in fractal space is defined as [28,29,30,31],
\[
E_{\alpha,\beta}(x) = \sum_{n=0}^{\infty} \frac{x^{n\alpha}}{\Gamma(n\alpha + \beta)}, \quad x \in \mathbb{R}, \quad 0 < \alpha \leq 1, \quad \beta \in \mathbb{R},
\]
and for $\beta = 1$, the above definition reduces to the Mittag-Leffler function in one parameter

$$E_{\alpha,1}(x^\alpha) = \sum_{n=0}^{\infty} \frac{x^{n\alpha}}{\Gamma(n\alpha + 1)} \equiv E_{\alpha}(x^\alpha), \quad x \in \mathbb{R}, \quad 0 < \alpha \leq 1.$$  

It is worth mentioning that, for $0 < \alpha \leq 1$ the following semigroup properties via Mittag-Leffler function are defined on the fractal set $F$ hold [28,29,30,31]:

$$E_{\alpha}(x^\alpha)E_{\alpha}(y^\alpha) = E_{\alpha}(x^\alpha + y^\alpha) = E_{\alpha}((x + y)^\alpha), \quad x, y \in \mathbb{R},$$

$$E_{\alpha}(x^\alpha)E_{\alpha}(-y^\alpha) = E_{\alpha}(x^\alpha - y^\alpha) = E_{\alpha}((x - y)^\alpha), \quad x, y \in \mathbb{R}.$$  

Analogous to exponential stability, the Mittag-Leffler stability is a popular property used to show stability and boundedness of solutions of fractional differential equations. Now, let us consider the following equation

$$\frac{d^\alpha x}{dt^\alpha} = F(x,t), \quad 0 < \alpha \leq 1$$

with the initial condition

$$x(t_0) = x_0, \quad t_0 \leq t < \infty,$$

where $F$ is an arbitrary function. The solution of equation (2.4)–(2.5) is said to be Mittag-Leffler stable [1,15], if

$$\|x(t)\| \leq \left\{ m[x(t_0)]E_{\alpha}(-\lambda(t - t_0)^\alpha) \right\}^\beta,$$

where $\lambda \geq 0$, $\beta > 0$, $m(0) = 0$, $m(x) \geq 0$. In addition, $m(x)$ is locally Lipschitz on $x \in B \subset \mathbb{R}^n$ with the Lipschitz constant $m_0$.

**Lemma 1.** Let $x(t)$ be a local fractional continuous for $t \geq 0$, such that the following condition is satisfied for almost all $t \geq 0$,

$$\frac{d^\alpha x}{dt^\alpha} \leq A(t)x + B(t), \quad 0 < \alpha \leq 1,$$

where we assumed that $A(t), B(t)$ are almost everywhere fractional continuous and fractional integrable over all finite intervals. Then

$$x(t) \leq x(0)E_{\alpha}\left(\int_0^t A(s)(ds)^\alpha\right) + \int_0^t E_{\alpha,\alpha}\left(\int_s^t A(u)(du)^\alpha\right)B(s)(ds)^\alpha.$$  

**Proof.** It is similar to the proof of Example (4.9; page 231) of [13].  

**Lemma 2.** Consider the symmetric matrix $M(\epsilon) = [m_{ij}(\epsilon)]$, $i, j = 1, 2$, where the function $m_{ij} : (0, \infty) \rightarrow \mathbb{R}$ fulfils

$$\lim_{\epsilon \rightarrow 0} m_{11}(\epsilon) = \lambda_0, \quad \lim_{\epsilon \rightarrow 0} m_{22}(\epsilon) = \infty, \quad \lim_{\epsilon \rightarrow 0} \frac{m_{12}^2(\epsilon)}{m_{22}(\epsilon)} = 0.$$  

Then $\lim_{\epsilon \rightarrow 0} \beta_{\min}(M(\epsilon)) = \lambda_0$, where $\beta_{\min}(M(\epsilon))$ is the minimal eigenvalue of matrix $M(\epsilon)$.  

Proof. See [25]. □

Let \( W \) be a probability space, i.e. a triple \( W = (\Omega, \mathcal{A}, \mathbf{P}) \), where \( \Omega \) is the sample space, \( \mathcal{A} \) is its \( \sigma \)-algebra and \( \mathbf{P} \) is a probability measure. For more details, see [4,5,12,17].

A random variable is a \( \mathcal{A} \)-measurable and almost everywhere finite function \( \xi(\omega) \) on \( \Omega \). In this paper we will consider only random variables which obtain values in Euclidean \( l \)-space \( \mathbb{R}^l \), namely, such that \( \xi(\omega) = (\xi_1(\omega), \ldots, \xi_l(\omega)) \) be a vector in \( \mathbb{R}^l \) \( (l = 1, 2, \ldots) \).

The expectation of a random variable \( \xi(\omega) \) is defined as follows

\[
E\xi = \int_{\Omega} \xi(\omega) \mathbf{P}(d\omega),
\]

provided the function \( |\xi(\omega)| \) is integrable.

Assume that \( \mathcal{B} \) be a \( \sigma \)-algebra of Borel subsets of a closed interval \( I = [s_0, s_1] \), and \( \mathcal{B} \times \mathcal{A} \) be the minimal \( \sigma \)-algebra of subsets of \( I \times \Omega \) including all subsets of the kind \( \{ t \in \Delta, \omega \in A \} \), where \( \Delta \in \mathcal{B}, \ A \in \mathcal{A}. \) A function \( \xi(t, \omega) \in \mathbb{R}^l \) is known as a measurable stochastic process or random function, defined on \( [s_0, s_1] \) with values in \( \mathbb{R}^l \) if it is \( \mathcal{B} \times \mathcal{A} \)-measurable and \( \xi(t, \omega) \) be a random variable for each \( t \in [s_0, s_1] \). For fixed \( \omega \), we will call the function \( \xi(t, \omega) \) a trajectory or sample function of the stochastic process. As a result, we will consider only separable stochastic processes, namely, the processes whose behavior for all \( t \in [s_0, s_1] \) is determined probability zero happens by its behavior on some dense subset \( \Lambda \in [s_0, s_1] \). For more details, see [4,5,12,17].

\[ \xi(t, \omega) \text{ is called stochastically continuous at } s \in [s_0, s_1], \text{ if for each } \epsilon > 0 \]

\[ \lim_{t \to s} \mathbf{P}\{|\xi(t, \omega) - \xi(s, \omega)| > \epsilon\} = 0. \]

For any process \( \xi(t, \omega) \) which is stochastically continuous all over \( [s_0, s_1] \), except for a countable subset of \( [s_0, s_1] \), there is a measurable process \( \xi(t, \omega) \), which for all \( t \in [s_0, s_1] \) \( (\text{[4] Chap. 2}) \)

\[ \mathbf{P}\{\xi(t, \omega) = \tilde{\xi}(t, \omega)\} = 1, \quad (\xi(t, \omega) = \tilde{\xi}(t, \omega) \text{ almost surely}). \]

If the stochastic process \( \xi(t, \omega) \) be measurable, then \( \xi(t, \omega) \) is almost surely Lebesgue-measurable for fixed \( \omega \). Also, if \( E\xi(t, \omega) \) exists, then it is Lebesgue-measurable, i.e.,

\[ \int_A E|\xi(t, \omega)| dt < \infty, \]

and \( \xi(t, \omega) \) is almost surely integrable on \( A \). See Chap. 2 of [4].

**Theorem 1.** The trivial solution of the following system

\[
\frac{d^\alpha x}{dt^\alpha} = f(x, t) + q(x, t)\xi(t), \quad 0 < \alpha \leq 1, \ x \in \mathbb{R}^n \tag{2.6}
\]

is Mittag-Leffler \((p\alpha)\)-stable for \( t \geq 0 \) if there is a function \( V(x, t) \) of class \( C^0_n(E) \) such that

\[
\kappa_1|x|^{p\alpha} \leq V(x, t) \leq \kappa_2|x|^{p\alpha}, \tag{2.7}
\]

\[
\frac{\partial^\alpha}{\partial t^\alpha} V(x, t) \leq -\kappa_3|x|^{p\alpha}, \tag{2.8}
\]
for certain positive constants \( \kappa_1, \kappa_2, \kappa_3 \) where \( f \) and \( q \) are arbitrary functions.

**Proof.**  Displaying the difference \( V(x(t), t) - V(x, s) \) in terms of the following integral equation

\[
V(x(t), t) - V(x, s) = \frac{1}{\Gamma(\alpha + 1)} \int_s^t \frac{\partial^\alpha}{\partial t^\alpha} V(x(u), u)(du)^\alpha 
\]  

(2.9)

and calculating expectations, we have

\[
\mathbb{E}V(x(t), t) - V(x, s) = \frac{1}{\Gamma(\alpha + 1)} \int_s^t \mathbb{E} \frac{\partial^\alpha}{\partial t^\alpha} V(x(u), u)(du)^\alpha.
\]

Differentiating with respect to \( t^\alpha \) and employing (2.7) and (2.8), we obtain

\[
\frac{\partial^\alpha}{\partial t^\alpha} \mathbb{E}V(x(t), t) \leq -\frac{\kappa_3}{\kappa_2} \mathbb{E}V(x(t), t).
\]

Hence

\[
\mathbb{E}V(x(t), t) \leq V(x, t)E_\alpha \left( -\frac{\kappa_3}{\kappa_2} (t - s)^\alpha \right).
\]

This together with (2.7) yields (4.2) and the proof is complete. \( \Box \)

### 3  Stochastic processes as solutions of fractional differential equations

Let \( L \) denotes the class of functions such that on every finite interval \([0, T]\), and

\[
\frac{1}{\Gamma(\alpha + 1)} \int_0^T |f(t)|(dt)^\alpha < \infty, \quad 0 < \alpha \leq 1.
\]

Moreover, assume \( \xi(t, \omega) \) \((t \geq 0)\) denotes a separable measurable stochastic process with values in \( \mathbb{R}^k \), and \( F(x, t, z) \) \((x \in \mathbb{R}^l, t \geq 0, z \in \mathbb{R}^k)\) denotes a Borel-measurable function of \((x, t, z)\) which fulfills the following assumptions:

1. The process \( F(0, t, \xi(t, \omega)) \) is in \( L \), namely, for all \( T > 0 \)

\[
P \left\{ \frac{1}{\Gamma(\alpha + 1)} \int_0^T |F(0, t, \xi(t, \omega))|(dt)^\alpha < \infty \right\} = 1, \quad 0 < \alpha \leq 1,
\]

(3.1)

where \( P \) is probability measure.

2. There is a stochastic process \( B(t, \omega) \in L \) such that for each \( x_i \in \mathbb{R}^l \)

\[
|F(x_1, t, \xi(t, \omega_1)) - F(x_2, t, \xi(t, \omega_2))| \leq B(t, \omega) |x_1 - x_2|.
\]

(3.2)

We will say that a function \( x(t, \omega) \) is a solution of the equation

\[
\frac{d^\alpha x}{dt^\alpha} = F(x, t, \xi(t, \omega)), \quad 0 < \alpha \leq 1
\]

(3.3)

with initial condition

\[
x(t_0, \omega) = x_0(\omega)
\]

(3.4)
on the interval \([t_0, t_1]\) if for all \(t \in [t_0, t_1]\)
\[
x(t, \omega) = x_0(\omega) + \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t} F(x(s, \xi(s, \omega)), (ds)^{\alpha}.
\]

Moreover, we will show that under the assumptions (3.1) and (3.2) these equations determine a new stochastic process in \(\mathbb{R}^l\) for \(t \geq t_0\).

**Theorem 2.** Under the assumptions (3.1) and (3.2), the problem (3.3)–(3.4) has a unique solution \(x(t, \omega)\), which determines a stochastic process. This solution is almost absolutely fractional continuous for all \(t \geq t_0\) and satisfies the following estimate
\[
|x(t, \omega) - x_0(t, \omega)| \leq \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t} |F(x_0(\omega), s, \xi(s, \omega))|(ds)^{\alpha}
\times E_{\alpha} \left( \int_{t_0}^{t} B(s, \omega)(ds)^{\alpha} \right).
\]

**Proof.** We can detect numbers \(R\) and \(t_1 > t_0\) such that \(|x_0(\omega)| \leq \frac{R}{2}\) and
\[
\phi(t_0, t_1, \omega) = \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t_1} |F(x_0(\omega), s, \xi(s, \omega))|(ds)^{\alpha}
\times E_{\alpha} \left( \int_{t_0}^{t_1} B(s, \omega)(ds)^{\alpha} \right) = \frac{R}{2}.
\]

Utilizing the method of successive approximations [23] to (3.5) on the interval \([t_0, t_1]\)
\[
x^{(n+1)}(t, \omega) = x_0(\omega) + \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t} F(x^n(s, \omega), s, \xi(s, \omega))(ds)^{\alpha},
\]
\[
x^0(t, \omega) \equiv x_0(\omega),
\]
and employing (3.1), (3.2) and (3.6), we have the following estimates
\[
|x^{(1)}(t, \omega) - x_0(t, \omega)| \leq \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t} |F(x_0(\omega), s, \xi(s, \omega))|(ds)^{\alpha} \leq \frac{R}{2},
\]
\[
\ldots
\]
\[
|x^{(n+1)}(t, \omega) - x^{(n)}(t, \omega)| \leq \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t} B(s, \omega)|x^{(n)}(s, \omega) - x^{(n-1)}(s, \omega)|(ds)^{\alpha}.
\]

These together with (3.6) yield
\[
|x^{(n+1)}(t, \omega) - x^{(n)}(t, \omega)| \leq \frac{1}{\Gamma(\alpha + 1)} \int_{t_0}^{t} |F(x_0(\omega), s, \xi(s, \omega))|(ds)^{\alpha}
\times \left[ \int_{t_0}^{t} B(s, \omega)(ds)^{\alpha} \right]^{n - 1} \frac{1}{\Gamma(n\alpha + 1)}.
\]

(3.7)

It concludes from (3.7) that \(\lim_{n \to \infty} x^{(n)}(t, \omega)\) exists and that it fulfils (3.5). The proof of uniqueness is analogous (i.e., the solution can be unlimitedly continued for \(t \geq t_0\)).
Let us consider $T > t_0$ and select $R$ such that, besides the relations $|x_0(\omega)| \leq \frac{R}{2}$ and (3.6), we also have the estimate $\inf \{ t : t \geq t_0, |x(t, \omega)| > \frac{R}{2} \} > T$. Then, it concludes that $x(t_1, \omega) < \frac{R}{2}$ and therefore the solutions can be continued to a point $t_2$ such that $\phi(t_1, t_2, \omega) = \frac{R}{2}$. Repeating this manner, we have $t_n \geq T$ for some $n$, since the functions $F$ and $B$ are fractional integrable on every finite interval. This completes the proof.  

4 New definition of string stability based on Mittag-Leffler function

Let us consider the interconnected stochastic system as follows

$$\frac{d^\alpha x^i}{dt^\alpha} = F(x^i, \ldots, x^{i-r+1}, t, \xi^i(t, \omega)), \quad 0 < \alpha \leq 1, \quad (4.1)$$

where $i \in \mathbb{N}$, $x^i \in \mathbb{R}^n$, $x^{i-j} \equiv 0$ for any $i \leq j$, and $t \in [t_0, \infty)$. Moreover, consider the following vector function

$$F : \mathbb{R}^n \times \ldots \times \mathbb{R}^n \times \mathbb{R}^+ \times \mathbb{R}^l \rightarrow \mathbb{R}^n,$$

such that $F(0, \ldots, 0) = 0$ and $\xi^i$ be independent stochastic processes from $\mathbb{R}^l$. Let for every $t_0 \in \mathbb{R}^+$ and every $x^i_0 \in \mathbb{R}^n$, equation (4.1) has a unique absolutely fractional continuous solution $x^i(t, \omega)$ for $t \geq t_0$ via $x^i(t_0, \omega) = x^i_0$. Moreover, suppose that for $j < i$ processes $x^j(t, \omega)$ and $\xi^i(t, \omega)$ be independent. For the sake of convenience, let $t_0 = 0$. We utilize the following symbolizations: $|\cdot|$ denotes the Euclidean norm, for any $p_\alpha < \infty$, where $p_\in \mathbb{R}^+$ and $0 < \alpha \leq 1$

$$\|f(0)\|_{p_\alpha}^{\infty} := \sup_{i \in \mathbb{N}} \mathbb{E}[|f^i(0)|^{p_\alpha}],$$

$$\|f^i\|_{p_\alpha}^{\infty} = \|f^i(\cdot)\|_{p_\alpha}^{\infty} := \sup_{t \geq 0} \mathbb{E}[|f^i(t)|^{p_\alpha}],$$

where $\mathbb{E}$ denotes the expectation of stochastic process.

To deduce stability results we define the following definitions.

**Definition 1.** The origin $x^i = 0$, $i \in \mathbb{N}$ of system (4.1) is $(p_\alpha)$-mean string stable if given any $\epsilon > 0$, there is $\delta > 0$ such that:

$$\|x(0)\|_{p_\alpha}^{\infty} < \delta \implies \sup_{i \in \mathbb{N}} \|x^i(\cdot)\|_{p_\alpha}^{\infty} < \epsilon.$$ 

**Definition 2.** The origin $x^i = 0$, $i \in \mathbb{N}$ of system (4.1) is Mittag-Leffler string $(p_\alpha)$-stable if it is $(p_\alpha)$-mean string stable and if there are positive constants $c_i$ and $\beta_i$, such that

$$\mathbb{E}[|x^i(t)|^{p_\alpha}] < c_i |x^i_0|^{p_\alpha} E_\alpha \left( -\beta_i (t - t_0)^\alpha \right), \quad (4.2)$$

for all $i \in \mathbb{N}$.
In particular case for $p = 1$ and $p = 2$ they are called Mittag-Leffler $\alpha$-mean and $\alpha$-mean square string stability, respectively. The case most frequently considered in the literature to date is that of exponentially string $p$-stability for $p = 1, \alpha = 1$ (exponential stability in the mean string) and for $p = 2, \alpha = 1$ (exponential stability in mean square string).

**Theorem 3.** If the origin $x^i = 0$ of the system (2.6) is Mittag-Leffler $(p\alpha)$-stable and $f$ and $q$ have bounded fractional derivatives with respect to $x^{i\alpha}$, then there is a function $V(x^i, t) \in C^0_\alpha(E)$ which fulfills the inequalities (2.7) and (2.8) and also

$$\left| \frac{\partial^\alpha V}{\partial x^{i\alpha}} \right| < \kappa_4 |x^i|^{(p-1)\alpha}.$$  

**Proof.** We assert that the function

$$V(x^i, t) = \frac{1}{\Gamma(\alpha + 1)} \int_t^{t+T} E|x^i(u)|^{p\alpha} (du)^\alpha$$

fulfills all the conditions of theorem for appropriate constant $T > 0$. Simply, by (4.2)

$$V(x^i, t) \leq \frac{1}{\Gamma(\alpha + 1)} \int_t^{t+T} c|x^i|^{p\alpha} E_\alpha(-\beta_i(t-t_0)^\alpha) (du)^\alpha = k_1|x^i|^{p\alpha}.$$  

Since the coefficients $f$ and $q$ have bounded fractional derivatives with respect to $x^{i\alpha}$, we have

$$|f(x^i, t)| < \kappa_5 |x^i|^{p\alpha}, \quad |q(x^i, t)| < \kappa_5 |x^i|^{p\alpha},$$

and therefore

$$\left| \frac{d^\alpha}{dt^\alpha}(|x^i|^{p\alpha}) \right| \leq \kappa_6 |x^i|^{p\alpha}. \quad (4.3)$$

Employing the integral equation as formula (2.9) to the function $|x^i|^{p\alpha}$ and using (4.3), we obtain

$$E|x^i(t+T)|^{p\alpha} - |x^i|^{p\alpha} = \frac{1}{\Gamma(\alpha + 1)} \int_t^{t+T} E \frac{d^\alpha}{dt^\alpha}(|x^i(u)|^{p\alpha})(du)^\alpha$$

$$\geq -\frac{1}{\Gamma(\alpha + 1)} \kappa_6 \int_t^{t+T} E|x^i(u)|^{p\alpha} (du)^\alpha = -\kappa_6 V(t, x^i).$$

We choose $T$ so that

$$E|x^i(t+T)|^{p\alpha} \leq \frac{1}{2} |x^i|^{p\alpha} \quad (4.4)$$

and hence, we have the inequality $V(x^i, t) \geq \frac{|x^i|^{p\alpha}}{2\kappa_6}$. This proves (2.7). To prove the required smoothness of $V(x^i, t)$ and to verify (2.8), we utilize (4.4) and deduce the following estimate

$$\left| \frac{\partial^\alpha}{\partial x^{i\alpha}} V(x^i, t) \right| = \left| \frac{1}{\Gamma(\alpha + 1)} \int_t^{t+T} \frac{\partial^\alpha}{\partial x^{i\alpha}} E|x^i(u)|^{p\alpha} (du)^\alpha \right|$$

$$\leq \frac{1}{\Gamma(\alpha + 1)} \int_t^{t+T} \kappa_1 |x^i|^{(p-1)\alpha} E_\alpha(\kappa_2(u-t)^\alpha) (du)^\alpha = \kappa_4 |x^i|^{(p-1)\alpha}. $$

$\square$
5 Estimation of a certain Mittag-Leffler functional of a Gaussian process

The following evaluation plays a fundamental role in the theory of stability of fractional stochastic systems:
\[
E \left[ E_\alpha \left( k_1 \int_s^t |\xi_i^1(\tau)| (d\tau)^\alpha \right) \right] \leq E_\alpha \left( k_2 (t^\alpha - s^\alpha) \right), \quad 0 < \alpha \leq 1, \quad t \geq s.
\]

Stability of the system under random perturbations needs that for each \( \epsilon > 0 \) there exists a \( \gamma > 0 \) such that for \( t > s \)
\[
E \left[ E_\alpha \left( \gamma \int_s^t |\xi_i^1(\tau)| (d\tau)^\alpha \right) \right] \leq E_\alpha \left( \epsilon (t^\alpha - s^\alpha) \right).
\]

In this section we will obtain straightforward conditions for these evaluations to hold for Gaussian processes.

We will consider a Gaussian stochastic process \( \xi(t, \omega) \in \mathbb{R}^l \), namely, a process which its finite-dimensional distributions are Gaussian. Moreover, assume that this process be measurable and its kernel \( K(s, t) = \text{cov}(\xi(s), \xi(t)) \) be continuous.

Lemma 3. The process \( \xi(t, \omega), t_0 \leq t \leq t_1 \), can be expressed by the following series
\[
\xi(t, \omega) = \sum_{i=1}^\infty \sqrt{\lambda_i} \phi_i(t) \xi_i(\omega).
\]

This series is almost surely convergent for every \( t \) and fulfills the Parseval’s identity in the scope of local fractional calculus \([16, 28, 29, 31]\)
\[
\int_{t_0}^{t_1} |\xi(t, \omega)|^2 (dt)^\alpha = \sum_{i=1}^\infty \lambda_i \xi_i^2.
\] (5.1)

Here \( \phi_i(t) \) and \( \lambda_i \) are the normalized eigenfunctions and eigenvalues of the following integral equation
\[
\int_{t_0}^{t_1} K(t, \tau) \phi(\tau) (d\tau)^\alpha = \lambda \phi(t),
\] (5.2)

and \( \xi_i \) are independent Gaussian random variables with unit variance and zero expectation.

Proof. The proof follows from the expression of the process \( \xi(t, \omega) \) in terms of eigenfunctions of (5.2). The following formulas for the fractional Fourier coefficients
\[
\sqrt{\lambda_i} \xi_i(\omega) = \int_{t_0}^{t_1} \xi(t, \omega) \phi_i(t) (dt)^\alpha,
\]
the orthogonality of the \( \phi_i(t) \) and the truth that the process is Gaussian indicate that the random variables \( \xi_i \) are independent. Relation (5.1) follows from the completeness of the system of eigenfunctions \( \phi_i(t) \). (For more details see, e.g., \([20]\) and \([9]\), Chap. 5, Sect. 2, which deal with the integer order case \( \alpha = 1 \)). \( \square \)
**Lemma 4.** The expectation of the following functional exists for all $t_0 < t_1$ and for sufficiently small positive $\nu$

$$
\mathbb{E}E_\alpha \left( \nu \int_{t_0}^{t_1} |\xi(t, \omega)|^2 (dt)^\alpha \right).
$$

In addition, we have the representation

$$
\mathbb{E}E_\alpha \left( \nu \int_{t_0}^{t_1} |\xi(t, \omega)|^2 (dt)^\alpha \right) = \prod_{i=1}^{\infty} \frac{1}{\sqrt{1 - \frac{2\nu\lambda_i}{\Gamma(\alpha + 1)}}}. \tag{5.3}
$$

If also the Gaussian process $\xi(t, \omega)$ with zero expectation fulfils

$$
\text{trace } K(s, s) = \mathbb{E}|\xi(s, \omega)|^2 \leq c, \tag{5.4}
$$

$$
\int_0^\infty \|K(s, u)\|(du)^\alpha = \int_0^\infty \|K(u, s)\|(du)^\alpha \leq c', \tag{5.5}
$$

for some $c, c' > 0$ and all $s > 0$, then for all $t_0 < t_1$

$$
\mathbb{E}E_\alpha \left( \nu \int_{t_0}^{t_1} |\xi(t, \omega)|^2 (dt)^\alpha \right) \leq E_\alpha \left( \frac{\nu c}{1 - \frac{2\nu c}{\Gamma(\alpha + 1)}} (t_1^\alpha - t_0^\alpha) \right). \tag{5.6}
$$

**Proof.** Using (5.1) and (5.4), we have

$$
\sum_{i=1}^{\infty} \lambda_i = \mathbb{E} \int_{t_0}^{t_1} |\xi(u, \omega)|^2 (du)^\alpha \leq c(t_1^\alpha - t_0^\alpha). \tag{5.7}
$$

Hence, $\lambda_{\max} = \max_{1 \leq i \leq \infty} \lambda_i$ exists. Without loss of generality let $\lambda_{\max} = \lambda_1$. Relation (5.3) follows from (5.1) and the following estimate, valid for $\nu < \Gamma(\alpha + 1)/(2\lambda_1)$:

$$
\mathbb{E}E_\alpha(\nu \lambda_1 \xi_1^2(\omega)) = \frac{1}{\sqrt{1 - \frac{2\nu\lambda_1}{\Gamma(\alpha + 1)}}}.
$$

We now prove that $\lambda_1 = \lambda_{\max} \leq c'$. Indeed, we can deduce from (5.5) that

$$
\lambda_1 = \int_{t_0}^{t_1} \lambda_1(\phi_1(s), \phi_1(s))(ds)^\alpha = \int_0^{t_1} \int_0^{t_1} (K(s, t)\phi_1(t), \phi_1(s))(ds)^\alpha(dt)^\alpha
$$

$$
\leq \int_0^{t_1} \int_0^{t_1} \|K(s, t)\| |\phi_1(t)| |\phi_1(s)|(ds)^\alpha(dt)^\alpha
$$

$$
\leq \int_0^{t_1} \int_0^{t_1} \|K(s, t)\|^2 + |\phi_1(t)|^2 |\phi_1(s)|^2 (ds)^\alpha(dt)^\alpha \leq c'. \tag{5.8}
$$

Using the primary relation $1 + \frac{\gamma}{\Gamma(\alpha + 1)} < E_\alpha(\gamma)$ for $\gamma > 0$, we obtain the relation

$$
\prod_{i=1}^{\infty} \frac{1}{\sqrt{1 - \frac{2\nu\lambda_i}{\Gamma(\alpha + 1)}}} = \prod_{i=1}^{\infty} \left( 1 + \frac{2\nu\lambda_i}{\Gamma(\alpha + 1)} + \frac{4\nu^2\lambda_i^2}{\Gamma(\alpha + 1)^2} \right)^{1/2}
$$

$$
\leq E_\alpha \left( \nu \left( 1 + \frac{2\nu\lambda_1}{\Gamma(\alpha + 1)} \right) \sum_{i=1}^{\infty} \lambda_i \right) = E_\alpha \left( \frac{\nu}{1 - \frac{2\nu\lambda_1}{\Gamma(\alpha + 1)}} \sum_{i=1}^{\infty} \lambda_i \right).
$$

Hence, by use of (5.7) and (5.8), we obtain (5.6). $\Box$
Lemma 5. Assume that $U_i(t) \geq 0$ for all $t \geq 0$, $i \in \mathbb{N}$ and
\[
\frac{d^\alpha U_i}{dt^\alpha} \leq -\theta_0 U_i + \gamma_0 |\xi^i_1(t)||U_i| + \beta_0 |\xi^i_2(t)|U_i + \sum_{j=2}^{\infty} \theta_j U_{i-j+1},
\]
(5.10)
where $U_{-j} \equiv 0$ and the real constants $\theta_0$, $\gamma_0$, $\beta_0$, $\theta_j$ be positive for $j \in \mathbb{N}$, and for $0 \leq s < t$
\[
\begin{align*}
\mathbb{E} & \left[ E_{\alpha} \left( 2\gamma_0 \int_s^t |\xi^i_1(\tau)||d\tau|^\alpha \right) \right] \leq E_{\alpha} \left( 2\gamma_0 s_1(t^\alpha - s^\alpha) \right), \quad 0 < \alpha \leq 1, \\
\mathbb{E} & \left[ E_{\alpha} \left( 2\beta_0 \int_s^t |\xi^i_2(\tau)||d\tau|^\alpha \right) \right] \leq E_{\alpha} \left( 2\beta_0 s_2(t^\alpha - s^\alpha) \right), \quad 0 < \alpha \leq 1, \\
\theta & = \min\{\theta_0 - 2\beta_0 s_2, \theta_0 - 2\gamma_0 s_1\} > \sum_{j=2}^{\infty} \theta_j \geq 0.
\end{align*}
\]
(5.11)
Moreover, $U_j(t)$, $\xi^j_1(t)$ and $U_i(t)$, $\xi^i_2(t)$ be independent processes for $j < i$, $i \in \mathbb{N}$. Then, for each $\epsilon > 0$ there is $\delta > 0$ such that
\[
\|U(0)\|_\infty^1 < \delta \Rightarrow \sup_{i \in \mathbb{N}} \|U_i\|_\infty^1 < \epsilon
\]
(5.12)
and $\mathbb{E}[U_i] \to 0$ for $t \to \infty$.

Proof. Considering the condition (5.10) and Lemma 1 we have
\[
U_i(t) \leq U_i(0) E_{\alpha} (-\theta_0 t^\alpha) E_{\alpha} \left( \int_0^t \gamma_0 |\xi^i_1(s)||ds|^\alpha \right) E_{\alpha} \left( \int_0^t \beta_0 |\xi^i_2(s)||ds|^\alpha \right) \\
+ \int_0^t E_{\alpha,\alpha} (-t^\alpha - s^\alpha) E_{\alpha,\alpha} \left( \int_s^t \gamma_0 |\xi^i_1(\tau)||d\tau|^\alpha \right) \\
\times E_{\alpha,\alpha} \left( \int_s^t \beta_0 |\xi^i_2(\tau)||d\tau|^\alpha \right) \cdot \sum_{j=2}^{\infty} \theta_j U_{i-j+1}(ds)^\alpha.
\]

The above relation together with $\mu \cdot \nu \leq \frac{\mu^2 + \nu^2}{2}$, and the semigroup properties (2.3) conclude that

$$U_i(t) \leq U_i(0)E_{\alpha}(-\theta_0 t^\alpha) \left[\frac{1}{2} E_\alpha \left(2 \int_0^\alpha \gamma_0 |\xi_i(s)|(ds)^\alpha\right)\right]$$

$$+ \frac{1}{2} E_\alpha \left(2 \int_0^\alpha \beta_0 |\xi_2(s)|(ds)^\alpha\right)$$

$$+ \int_0^\alpha E_{\alpha,\alpha}(-\theta_0 (t-s)^\alpha) \left[\frac{1}{2} E_{\alpha,\alpha} \left(2 \int_s^\alpha \gamma_0 |\xi_i(\tau)|(d\tau)^\alpha\right)\right]$$

$$+ \frac{1}{2} E_{\alpha,\alpha} \left(2 \int_s^\alpha \beta_0 |\xi_2(\tau)|(d\tau)^\alpha\right) \cdot \sum_{j=2}^\infty \theta_j U_{i-j+1} ds.$$ 

Therefore

$$E[U_i(t)] \leq \frac{1}{2} E[U_i(0)] E_{\alpha}((-\theta_0 + 2\gamma_0 s_1) t^\alpha) + \frac{1}{2} E[U_i(0)] E_{\alpha}((-\theta_0 + 2\beta_0 s_2) t^\alpha)$$

$$+ \frac{1}{2} \int_0^\alpha E_{\alpha,\alpha}((-\theta_0 + 2\gamma_0 s_1) (t-s)^\alpha) \sum_{j=2}^\infty \theta_j E[U_{i-j+1}] (ds)^\alpha$$

$$+ \frac{1}{2} \int_0^\alpha E_{\alpha,\alpha}((-\theta_0 + 2\beta_0 s_2) (t-s)^\alpha) \sum_{j=2}^\infty \theta_j E[U_{i-j+1}] (ds)^\alpha. \quad (5.13)$$

Having employed the fractional integration rule of the Mittag-Leffler function (see relation (2.9) of [23]), along with some manipulation (relation (2.8) of [23]), concludes that

$$\sup_{t \geq 0} E[U_i(t)] \leq E[U_i(0)] + \frac{1}{2} \sum_{j=2}^\infty \theta_j \sup_{t \geq 0} E[U_{i-j+1}(t)] \left\{ \frac{1}{\theta_0 - 2\beta_0 s_2} + \frac{1}{\theta_0 - 2\gamma_0 s_1} \right\}. \quad (5.14)$$

Assume that $\theta = \min \{ \theta_0 - 2\beta_0 s_2, \theta_0 - 2\gamma_0 s_1 \}$. Then, for each $i \in \mathbb{N}$ we have

$$\|U_i\|_\infty ^1 \leq E[U_i(0)] + \sum_{j=2}^\infty \frac{\theta_j}{\theta} \|U_{i-j+1}\|_\infty ^1.$$ 

To prove (5.12), we need only to indicate that

$$\|U_i\|_\infty ^1 \leq \Theta \|U(0)\|_\infty ^1, \quad \Theta = \theta / (\theta - \sum_{j=2}^\infty \theta_j) > 1.$$ 

We indicate this relation by induction. For $i = 1$, we obtain from (5.14) that:

$$\|U_i\|_\infty ^1 \leq E[U_i(0)].$$

To suppose that the hypothesis be correct for the integer $i$, we get

$$\|U_{i+1}\|_\infty ^1 \leq E[U_{i+1}(0)] + \sum_{j=2}^\infty \frac{\theta_j}{\theta} \|U(0)\|_\infty ^1$$

$$\leq \left( 1 + \Theta \sum_{j=2}^\infty \frac{\theta_j}{\theta} \right) \|U(0)\|_\infty ^1 = \Theta \|U(0)\|_\infty ^1.$$
Now we prove that $E[U_i(t)] \to 0$. This, also is shown by induction. For $i = 1$, we obtain from (5.13) that

$$E[U_1(t)] \leq E[U_1(0)] E_\alpha(-\theta t^\alpha),$$

where $\theta$ is defined by (5.11). Let the hypothesis be correct for each $j < i$

$$E[U_j(t)] \leq \beta_j E[U_j(0)] E_\alpha(-\gamma_j t^\alpha),$$

where the constants $\beta_j, \gamma_j$ are positive.

Assume that $\beta = \max_{j<i} (\beta_j E[U_j(0)])$ and $\gamma = \min_{j<i} \gamma_j$, then

$$\sum_{j=2}^\infty \theta_j E[U_{i-j+1}(t)] \leq \beta E_\alpha(-\gamma t^\alpha) \sum_{j=2}^\infty \theta_j. \quad (5.15)$$

Applying (5.13) and (5.15) we find

$$E[U_i(t)] \leq E[U_i(0)] E_\alpha(-k t^\alpha) + \int_0^t E_{\alpha,\alpha}(-k(t-s)^\alpha) \sum_{j=2}^\infty \theta_j \beta E_\alpha(-k s^\alpha) (ds)^\alpha,$$

where $k = \min \{\gamma, \theta\}$. Again, employing the fractional integration rule of the Mittag-Leffler function (Theorem 11.2 of [11]), with some manipulation (relation (11.4) of [11]), concludes that

$$E[U_i(t)] \leq k_0 E[U_i(0)] E_\alpha(-k t^\alpha), \quad k_0 = \left(1 + \beta \sum_{j=2}^\infty \theta_j\right),$$

which completes the proof. ⊓ ⊔

6 Description of singularly perturbed stochastic system of fractional order

Consider the following singularly perturbed stochastic system of fractional order:

$$\begin{cases}
\frac{d^\alpha}{dt^\alpha} x^i = F(x^i, y^i, x^{i-1}, \ldots, x^{i-r+1}) + Q_1(x^i, y^i) \xi_1^i(t), & 0 < \alpha \leq 1, \\
\epsilon \frac{d^\alpha}{dt^\alpha} y^i = G(x^i, y^i) + \epsilon Q_2(x^i, y^i) \xi_2^i(t),
\end{cases} \quad (6.1)$$

where $i \in \mathbb{N}$, $x^i \in \mathbb{R}^n$, $x^{i-j} \equiv 0$ for any $i \leq j$, $t \in \mathbb{R}^+$, $y^i \in \mathbb{R}^m$ and $\epsilon > 0$ is the parameter of singular perturbation. Moreover, $F$, $G$ are nonlinear vector functions, $Q_1$, $Q_2$ are matrices, and $\xi_1^i$, $\xi_2^i$ are independent processes.

Now, we introduce the following conditions:

Assumption 1. The equation $G(x^i, y^i) = 0$ has a unique continuously fractional differentiable solution $y^i = \zeta(x^i)$, such that $\zeta(0) = 0$. 

This condition represents the reduced system by inserting \( y^i = \zeta(x^i) \) in (6.1) as

\[
\frac{d^\alpha x^i}{dt^\alpha} = F(x^i, \zeta(x^i), x^{i-1}, \ldots, x^{i-r+1}) + Q_1(x^i, \zeta(x^i))\xi^i_1(t).
\]

We define the boundary layer state by a new variable \( \chi^i = y^i - \zeta(x^i) \). Then, the full order interconnected layer system can be presented as follows

\[
\begin{align*}
\frac{d^\alpha x^i}{dt^\alpha} & = \hat{F}(x^i, \chi^i, x^{i-1}, \ldots, x^{i-r+1}) + \hat{Q}_1(x^i, \chi^i)\xi^i_1(t), \\
\epsilon\frac{d^\alpha y^i}{dt^\alpha} & = \hat{G}(\epsilon, x^i, \chi^i, x^{i-1}, \ldots, x^{i-r+1}) + \hat{Q}_2(\epsilon, x^i, \chi^i)\xi^i_2(t),
\end{align*}
\]

where ingredients of \( \hat{F}, \hat{G}, \hat{Q}_1, \hat{Q}_2 \) and \( \tilde{Q}_2 \) have the following features

\[
\begin{align*}
\hat{F}_j(x^i, \chi^i, x^{i-1}, \ldots, x^{i-r+1}) & = F_j(x^i, \chi^i + \zeta(x^i), x^{i-1}, \ldots, x^{i-r+1}), \\
\hat{Q}_{1k}(x^i, \chi^i) & = Q_{1k}(x^i, \chi^i + \zeta(x^i)), \\
\hat{G}_l(\epsilon, x^i, \chi^i, x^{i-1}, \ldots, x^{i-r+1}) & = G_l(x^i, \chi^i + \zeta(x^i)) \\
-\epsilon\sum_{j=1}^n \frac{\partial G_l}{\partial x_j} & = -\epsilon\sum_{j=1}^n \frac{\partial Q_{1k}}{\partial x_j} Q_{1k}(x^i, \chi^i + \zeta(x^i)), \\
\hat{Q}_{2k}(\epsilon, x^i, \chi^i) & = \epsilon Q_{2k}(x^i, \chi^i + \zeta(x^i)).
\end{align*}
\]

System (6.2) is handled by an interconnection of the following isolated subsystems

\[
\begin{align*}
\frac{d^\alpha x^i}{dt^\alpha} & = \hat{F}(x^i, \chi^i, 0, \ldots, 0) + \hat{Q}_1(x^i, \chi^i)\xi^i_1(t), \\
\epsilon\frac{d^\alpha y^i}{dt^\alpha} & = \hat{G}(\epsilon, x^i, \chi^i, 0, \ldots, 0) + \hat{Q}_2(\epsilon, x^i, \chi^i)\xi^i_2(t) + \tilde{Q}_2(\epsilon, x^i, \chi^i)\xi^i_2(t).
\end{align*}
\]

**Assumption 2.** The reduced order system is Mittag-Leffler \( \alpha \)-mean square string stable, i.e., there are positive definite functions \( U_i = U(x^i), i \in \mathbb{N} \) and there are positive constants \( \beta_i, \beta_h, \beta_1, \beta_3, \beta_4, \beta_{1j}, j = 1, \ldots, r \), which fulfil the following relations:

\[
\begin{align*}
|\beta_i| |x^i|^{2\alpha} & \leq U(x^i) \leq |\beta_h| |x^i|^{2\alpha}, \\
\frac{\partial U_i}{\partial x^i} F(x^i, \zeta(x^i), x^{i-1}, \ldots, x^{i-r+1}) & \leq -\beta_1 |x^i|^{2\alpha} + \sum_{j=2}^r \beta_{1j} |x^{i-j+1}|^{2\alpha}, \\
\left| \frac{\partial U_i}{\partial x^i} \right| & \leq \beta_3 |x^i|^\alpha, \quad \left| \frac{\partial U_i}{\partial x^i} Q_1(x^i, \zeta(x^i)) \right| \leq \beta_4 |x^i|^{2\alpha}.
\end{align*}
\]

For more details see [6] and page 353 of [26].

**Assumption 3.** The boundary layer system is Mittag-Leffler \( \alpha \)-mean square string stable, i.e., there are positive definite functions \( V_i = V(x^i, \chi^i), i \in \mathbb{N} \) and there are positive constants \( \theta_i, \theta_h, \beta_2, \beta_5, \theta_2, \eta_1, \eta_2, \gamma, \gamma_j, j = 2, \ldots, r \), which
fulfil the following relations:
\[
\begin{align*}
\theta_i |\chi_i|^{2\alpha} &\leq V(x_i, \chi_i) \leq \theta_h |\chi_i|^{2\alpha}, \\
\frac{\partial^\alpha V_i}{\partial x^\alpha} G(x_i, \chi_i^\dagger + \zeta(x^i)) &\leq -\beta_2 |\chi_i|^{2\alpha}, \\
\left( \frac{\partial^\alpha V_i}{\partial x^\alpha} - \frac{\partial^\alpha V_i}{\partial x^\alpha} \frac{\partial^\alpha \zeta}{\partial x^\alpha} \right) F(x_i, \chi_i^\dagger + \zeta(x^i), x_i^{i-1}, \ldots, x_i^{i-r+1}) &\leq \theta_2 |x_i^i|^{\alpha} |\chi_i|^\alpha \\
&\quad + \gamma |\chi_i|^{2\alpha} + \sum_{j=2}^r \gamma_j |x_i^{i-j+1}|^{2\alpha}, \quad \gamma_j > 0, \\
\left( \frac{\partial^\alpha V_i}{\partial x^\alpha} - \frac{\partial^\alpha V_i}{\partial x^\alpha} \frac{\partial^\alpha \zeta}{\partial x^\alpha} \right) Q_1(x_i^i, \chi_i^\dagger + \zeta(x^i)) &\leq \eta_1 |x_i^i|^\alpha |\chi_i|^\alpha + \eta_2 |\chi_i|^{2\alpha}, \\
\frac{\partial^\alpha V_i}{\partial x^\alpha} Q_2(x_i^i, \chi_i^\dagger + \zeta(x^i)) &\leq \beta_5 |\chi_i|^{2\alpha}.
\end{align*}
\]

**Assumption 4.** Functions \( F, Q_1 \) satisfy the Lipschitz condition in their arguments, namely, there are positive constants \( k_1^{Q_1}, k_2^{Q_2}, k_j^F, j = 1, \ldots, r + 1 \), which fulfil the following relations:
\[
\begin{align*}
|F(x_i^i, y_i^i, x_i^{i-1}, \ldots, x_i^{i-r+1}) - F(x_i^i, y_i^i, x_i^{i-1}, \ldots, x_i^{i-r+1})| &
\leq \sum_{j=1}^r k_j^F |x_i^{i-j+1} - \chi_i^{i-j+1}| + k_r^F |y_i^i - y_i^i|, \\
|Q_1(x_i^i, y_i^i) - Q_1(\chi_i^i, y_i^i)| &\leq k_1^{Q_1} |x_i^i - \chi_i^i| + k_2^{Q_2} |y_i^i - y_i^i|.
\end{align*}
\]

**Assumption 5.** There are positive constants \( k_1, k_2 \), such that \( |\xi_1^i(t)|, |\xi_2^i(t)| \) fulfil the following relations for \( 0 \leq s < t \):
\[
\begin{align*}
\mathbb{E} \left[ E_{\alpha} \left( \int_s^t \frac{\partial^\alpha \xi_1^i}{\partial \tau^\alpha} (d\tau)^\alpha \right) \right] &\leq E_{\alpha} \left( \frac{\partial^}{\partial \tau^\alpha} k_1(t^\alpha - s^\alpha) \right), \quad 0 < \alpha \leq 1, \\
\mathbb{E} \left[ E_{\alpha} \left( \int_s^t \frac{\partial^\alpha \xi_2^i}{\partial \tau^\alpha} (d\tau)^\alpha \right) \right] &\leq E_{\alpha} \left( \frac{\partial^alpha}{\partial \tau^\alpha} k_2(t^\alpha - s^\alpha) \right), \quad 0 < \alpha \leq 1,
\end{align*}
\]
where \( k = \min \{ \frac{\beta_h}{\theta_{t}}, \frac{\beta_t}{\theta_{t}} \} \) and \( \delta = \max \{ \frac{\beta_h}{2}, \frac{k_2^{Q_1} k_1^{Q_1}}{4}, \frac{k_2^{Q_2}}{2} + \frac{3 k_2^{Q_1}}{4} \} \) and
\[
k_0 = \min \left\{ \frac{\beta_1 - 4 \delta}{4 \theta_t} k_1, \frac{\beta_1}{\theta_t} - \frac{2 \beta_5}{\theta_t} k_2 \right\} > 0.
\]

Assumptions 1–5 imply Mittag-Leffler \( \alpha \)-mean square string stability of every perturbed subsystem (6.3) which will be proved in next section.

### 7 Interconnected stochastic systems: sufficient conditions and the Mittag-Leffler string stability

**Theorem 5.** Assume that Assumptions 1–5 hold. Then, there exists a positive constant \( \bar{\epsilon} \) such that, for each \( \epsilon \in (0, \bar{\epsilon}) \), the singularly perturbed system (6.3) is Mittag-Leffler \( \alpha \)-mean square stable.

**Proof.** We calculate \( \frac{d^\alpha U}{dt^\alpha} \) for system (6.3)
\[
\frac{d^\alpha U}{dt^\alpha} \bigg|_{(6.3)} = \frac{\partial^\alpha U}{\partial x^\alpha} \left( F(x, \chi + \zeta(x)) + Q_1(x, \chi + \zeta(x))\xi_1(t) \right)
\[
= \frac{\partial^\alpha U}{\partial x^\alpha} (F(x, \chi(x)) + \frac{\partial^\alpha U}{\partial x^\alpha} Q_1(x, \chi(x))\xi_1(t) + \frac{\partial^\alpha U}{\partial x^\alpha} (F(x, \chi + \zeta(x)) - F(x, \chi(x))) + \frac{\partial^\alpha U}{\partial x^\alpha} (Q_1(x, \chi + \zeta(x)) - Q_1(x, \chi(x)))\xi_1(t).
\]

From Assumptions 2 and 4 we conclude that
\[
\frac{d^\alpha U}{dt^\alpha}
\bigg|_{(6.3)} \leq -\beta_1|x|^{2\alpha} + \beta_3k_f|x|^{\alpha}\chi|^{\alpha} + |\xi_1(t)| (\beta_4|x|^{2\alpha} + \beta_3k_q|x|^{\alpha}\chi|^{\alpha}).
\tag{7.1}
\]

We calculate \(\frac{d^\alpha V}{dt^\alpha}\) for system (6.3)
\[
\frac{d^\alpha V}{dt^\alpha}
\bigg|_{(6.3)} = \frac{\partial^\alpha V}{\partial x^\alpha} \left( F(x, \chi + \zeta(x)) + Q_1(x, \chi + \zeta(x))\xi_1(t) \right)
+ \frac{\partial^\alpha V}{\partial \chi^\alpha} \left( \frac{1}{\epsilon} G(x, \chi + \zeta(x)) - \frac{\partial^\alpha \zeta}{\partial x^\alpha} F(x, \chi + \zeta(x)) \right)
+ \frac{\partial^\alpha V}{\partial \chi^\alpha} \left( - \frac{\partial^\alpha \zeta}{\partial x^\alpha} Q_1(x, \chi + \zeta(x))\xi_1(t) + Q_2(x, \chi + \zeta(x))\xi_2(t) \right)
= \left( \frac{\partial^\alpha V}{\partial x^\alpha} - \frac{\partial^\alpha V}{\partial \chi^\alpha} \frac{\partial^\alpha \zeta}{\partial x^\alpha} \right) F(x, \chi + \zeta(x)) + \frac{1}{\epsilon} \frac{\partial^\alpha V}{\partial \chi^\alpha} G(x, \chi + \zeta(x))
+ \left( \frac{\partial^\alpha V}{\partial x^\alpha} Q_1(x, \chi + \zeta(x)) - \frac{\partial^\alpha V}{\partial \chi^\alpha} \frac{\partial^\alpha \zeta}{\partial x^\alpha} Q_1(x, \chi + \zeta(x)) \right)\xi_1(t)
+ \frac{\partial^\alpha V}{\partial \chi^\alpha} Q_2(x, \chi + \zeta(x))\xi_2(t).
\]

Applying Assumptions 3 and 4 we get
\[
\frac{d^\alpha V}{dt^\alpha}
\bigg|_{(6.3)} \leq \theta_2|x|^\alpha|\chi|^\alpha + \gamma|\chi|^{2\alpha} - \frac{\beta_2}{\epsilon}|\chi|^{2\alpha}
+ |\xi_1(t)| (\eta_1|x|^\alpha|\chi|^\alpha + \eta_2|\chi|^{2\alpha}) + |\xi_2(t)||\beta_5|\chi|^{2\alpha}.
\tag{7.2}
\]

Consider the function introduced by:
\[
\Xi = \Xi(x(t), \chi(t)) = \frac{1}{2}[U(x(t)) + kV(x(t), \chi(t))],
\]
where
\[
k = \min \{ \beta_h/\theta_h, \beta_l/\theta_l \}.
\tag{7.3}
\]

From Assumptions 2 and 3 we have
\[
\frac{\beta_l|x|^{2\alpha} + k\theta_l|\chi|^{2\alpha}}{2} \leq \Xi = \frac{\beta_h|x|^{2\alpha} + k\theta_h|\chi|^{2\alpha}}{2}.
\tag{7.4}
\]

Using (7.3) and (7.4) we obtain
\[
|x|^{2\alpha} + |\chi|^{2\alpha} \geq \frac{2\Xi}{\beta_h}, \quad |x|^{2\alpha} + |\chi|^{2\alpha} \leq \frac{2\Xi}{k\theta_l}.
\tag{7.5}
\]

We calculate \(\frac{d^\alpha \Xi}{dt^\alpha}\) for system (6.3)
\[
\frac{d^\alpha \Xi}{dt^\alpha}
\bigg|_{(6.3)} = \frac{1}{2} \frac{d^\alpha U}{dt^\alpha} + k \frac{d^\alpha V}{dt^\alpha}.
\]
From conditions (7.1) and (7.2) we conclude
\[
\frac{d^\alpha \Xi}{dt^\alpha} \leq -\left( \frac{\beta_1}{2} |x|^{2\alpha} - \frac{\beta_3 k_3^F}{2} |x|^\alpha |\chi|^\alpha + \frac{k}{2} \left( \frac{\beta_3}{\epsilon} - \gamma \right) |\chi|^{2\alpha} \right) + |\xi_1(t)| \left( \frac{\beta_4}{2} |x|^{2\alpha} + \frac{\beta_3 k_2^{Q_1} + k \eta_1}{2} |x|^\alpha |\chi|^\alpha + \frac{k \eta_2}{2} |\chi|^{2\alpha} \right) + |\xi_2(t)| \frac{k \beta_5}{2} |\chi|^{2\alpha}.
\]

Hence, we obtain
\[
\frac{d^\alpha \Xi}{dt^\alpha} \leq -\beta_{\text{min}}(M(\epsilon)) (|x|^{2\alpha} + |\chi|^{2\alpha}) + |\xi_1(t)|
\times \left( \frac{\beta_4}{2} |x|^{2\alpha} + \frac{\beta_3 k_2^{Q_1} + k \eta_1}{2} |x|^\alpha |\chi|^\alpha + \frac{k \eta_2}{2} |\chi|^{2\alpha} \right) + |\xi_2(t)| \frac{k \beta_5}{2} |\chi|^{2\alpha}, \quad (7.6)
\]
where \( \beta_{\text{min}}(M(\epsilon)) \) denotes the minimal eigenvalue of the following matrix
\[
M(\epsilon) = \begin{bmatrix} -\frac{\beta_1}{2} & -\frac{\beta_3 k_3^F + k \theta_2}{4} \\ -\frac{\beta_3 k_2^{Q_1} + k \eta_1}{4} & \frac{k}{2} \left( \frac{\beta_3}{\epsilon} - \gamma \right) \end{bmatrix}.
\]

From (7.6) we have
\[
\frac{d^\alpha \Xi}{dt^\alpha} \leq -\beta_{\text{min}}(M(\epsilon)) (|x|^{2\alpha} + |\chi|^{2\alpha}) + |\xi_1(t)|
\times \left( \frac{\beta_4}{2} |x|^{2\alpha} + \frac{\beta_3 k_2^{Q_1} + k \eta_1}{2} (|x|^{2\alpha} + |\chi|^{2\alpha}) + \frac{k \eta_2}{2} |\chi|^{2\alpha} \right) + |\xi_2(t)| \frac{k \beta_5}{2} |\chi|^{2\alpha}.
\]

Let \( \delta = \max \left\{ \frac{\beta_4}{2} + \frac{\beta_3 k_2^{Q_1} + k \eta_1}{4}, \frac{k \eta_2}{2} + \frac{\beta_3 k_2^{Q_1} + k \eta_1}{4} \right\} \). Then
\[
\frac{d^\alpha \Xi}{dt^\alpha} \leq -\beta_{\text{min}}(M(\epsilon)) (|x|^{2\alpha} + |\chi|^{2\alpha}) + |\xi_1(t)| \delta (|x|^{2\alpha} + |\chi|^{2\alpha})
\times \left( \frac{\beta_4}{2} |x|^{2\alpha} + \frac{\beta_3 k_2^{Q_1} + k \eta_1}{2} (|x|^{2\alpha} + |\chi|^{2\alpha}) + \frac{k \eta_2}{2} |\chi|^{2\alpha} \right) + |\xi_2(t)| \frac{k \beta_5}{2} |\chi|^{2\alpha}.
\]

By noticing (7.5) we find
\[
\frac{d^\alpha \Xi}{dt^\alpha} \leq -\frac{2 \beta_{\text{min}}(M(\epsilon))}{\beta_h} \Xi + |\xi_1(t)| \frac{2 \delta}{k \beta_l} \Xi + |\xi_2(t)| \frac{\beta_5}{\theta_l} \Xi.
\]

Employing Lemma 1, we get the estimate
\[
\Xi(x(t), \chi(t)) \leq \frac{1}{2} \Xi(x(0), \chi(0)) E_\alpha \left( \frac{-2 \beta_{\text{min}}(M(\epsilon))}{\beta_h} t^\alpha \right)
\times \left[ E_\alpha \left( 2 \int_0^t \frac{2 \delta}{k \beta_l} |\xi_1(s)|(ds)^\alpha \right) + E_\alpha \left( 2 \int_0^t \frac{\beta_5}{\theta_l} |\xi_1(s)|(ds)^\alpha \right) \right].
\]

Hence, using (6.4) we get
\[
\mathbf{E}[\Xi(x(t), \chi(t))] \leq \frac{1}{2} \Xi(x(0), \chi(0)) E_\alpha \left( \frac{-2 \lambda_{\text{min}}(\epsilon)}{\beta_h} t^\alpha \right)
\times \left[ E_\alpha \left( \frac{4 \delta}{k \beta_l} k_1 t^\alpha \right) + E_\alpha \left( \frac{2 \beta_5}{\theta_l} k_2 t^\alpha \right) \right].
\]
Finally
\[
E[\Xi(x(t), \chi(t))] \leq \Xi(x(0), \chi(0)) E_{\alpha} \left( \frac{-2\lambda_{\min}(\epsilon)}{\beta_{h}} t^{\alpha} \right)
\times E_{\alpha} \left( \max \left\{ \frac{4\delta}{k\theta_{1}} k_{1}, \frac{2\beta_{5}}{\theta_{2}} k_{2} \right\} t^{\alpha} \right).
\]

But, the above relation is equivalent to
\[
E[\Xi(x(t), \chi(t))] \leq \Xi(x(0), \chi(0)) E_{\alpha} \left( -\min \left\{ \frac{2\beta_{\min}(M(\epsilon))}{\beta_{h}} - \frac{4\delta}{k\theta_{1}} k_{1}, \frac{2\beta_{\min}(M(\epsilon))}{\beta_{h}} - \frac{2\beta_{5}}{\theta_{2}} k_{2} \right\} t^{\alpha} \right).
\]

Using Lemma 2 and (6.4) we conclude that the singularly perturbed system (6.3) is Mittag-Leffler \( \alpha \)-mean square string stable for sufficiently small \( \epsilon \). \( \square \)

**Theorem 6.** Assume that Assumptions 1–5 hold and additionally, the following assumptions is fulfilled:

\[
k_{0} = \min \left\{ \frac{\beta_{1}}{\beta_{h}} - \frac{4\delta}{k\theta_{1}} k_{1}, \frac{\beta_{1}}{\beta_{h}} - \frac{2\beta_{5}}{\theta_{2}} k_{2} \right\} > \sum_{j=2}^{r} \frac{\beta_{1}}{\beta_{l}} + k \sum_{j=2}^{r} \frac{\gamma_{j}}{\beta_{l}} \geq 0,
\]

where
\[
k = \min \left\{ \frac{\beta_{h}}{\theta_{h}}, \frac{\beta_{l}}{\theta_{l}} \right\}, \quad \delta = \max \left\{ \frac{\beta_{4}}{2} + \frac{\beta_{3} k_{2}^{Q_{1}} + k \eta_{1}}{4}, \frac{k \eta_{2}}{2} + \frac{\beta_{3} k_{2}^{Q_{1}} + k \eta_{1}}{4} \right\}.
\]

Then, there exists a positive constant \( \bar{\epsilon} \) such that, for each \( \epsilon \in (0, \bar{\epsilon}) \), the system (6.2) is Mittag-Leffler \( \alpha \)-mean square string stable.

**Proof.** We calculate \( \frac{d^{\alpha} U_{i}}{dt^{\alpha}} \) for system (6.2)

\[
\frac{d^{\alpha} U_{i}}{dt^{\alpha}} \bigg|_{(6.2)} = \frac{\partial^{\alpha} U_{i}}{\partial x^{i^{\alpha}}} \left( F(x^{i, \chi^{i} + \zeta(x^{i})}, x^{i-1, \ldots, i-r+1} + Q_{1}(x^{i, \chi^{i} + \zeta(x^{i})) \xi_{i}^{j} \right)
\]
\[
= \frac{\partial^{\alpha} U_{i}}{\partial x^{i^{\alpha}}} \left( F(x^{i, \chi^{i} + \zeta(x^{i}), x^{i-1, \ldots, i-r+1} + \frac{\partial^{\alpha} U_{i}}{\partial x^{i^{\alpha}}} Q_{1}(x^{i, \chi^{i} + \zeta(x^{i})) \xi_{i}^{j} \right.
\]
\[
+ \frac{\partial^{\alpha} U_{i}}{\partial x^{i^{\alpha}}} \left( F(x^{i, \chi^{i} + \zeta(x^{i}), x^{i-1, \ldots, i-r+1} - F(x^{i, \chi^{i}), x^{i-1, \ldots, i-r+1}) \right)
\]
\[
+ \frac{\partial^{\alpha} U_{i}}{\partial x^{i^{\alpha}}} \left( Q_{1}(x^{i, \chi^{i} + \zeta(x^{i})) - Q_{1}(x^{i, \chi^{i}}) \right) \xi_{i}^{j}.
\]

From Assumptions 2 and 4 we obtain
\[
\left. \frac{d^{\alpha} U_{i}}{dt^{\alpha}} \right|_{(6.2)} \leq - \beta_{1}|x^{i}|^{2\alpha} + \beta_{3} k_{2}^{F}|x^{i}|^{\alpha} |\chi^{i}|^{\alpha} + |\xi_{i}^{j}| \left( \beta_{4}|x^{i}|^{2\alpha} + \beta_{3} k_{2}^{Q_{1}}|x^{i}|^{\alpha} |\chi^{i}|^{\alpha} \right)
\]
\[
+ \sum_{j=2}^{r} \beta_{1} |x^{i-j+1}|^{2\alpha}.
\]

(7.7)
Applying Assumptions 3 and 4 we obtain
\[
\frac{d^\alpha V_i}{dt^\alpha} \bigg|_{(6.2)} \leq \theta_2 |x^i|^\alpha |\chi^i|^\alpha + \gamma |\chi^i|^{2\alpha} + \sum_{j=2}^r \gamma_j |x^{i-j+1}|^{2\alpha} - \frac{\beta_2}{\epsilon} |\chi^i|^{2\alpha} + |\xi^i_1|(\eta_1 |x^i|^\alpha |\chi^i|^\alpha + \eta_3 |\chi^i|^{2\alpha}) + |\xi^i_2| \beta_3 |\chi^i|^{2\alpha}.
\]  
(7.8)

Consider the function introduced by:
\[
\Xi_i = \Xi(x^i, \chi^i) = \frac{1}{2}[U(x^i) + kV(x^i, \chi^i)],
\]
where
\[
k = \min \{ \beta_h/\theta_h, \beta_i/\theta_i \}.
\]  
(7.9)

From Assumptions 2 and 3 we have
\[
\frac{\beta_1 |x^i|^{2\alpha} + k\theta_i |\chi^i|^{2\alpha}}{2} \leq \Xi_i \leq \frac{\beta_h |x^i|^{2\alpha} + k\theta_h |\chi^i|^{2\alpha}}{2}.
\]  
(7.10)

Using (7.9) and (7.10) we have
\[
|x^i|^{2\alpha} + |\chi^i|^{2\alpha} \geq \frac{2\Xi_i}{\beta_h}, \quad |x^i|^{2\alpha} + |\chi^i|^{2\alpha} \leq \frac{2\Xi_i}{k\theta_i}.
\]  
(7.11)

We can calculate \(\frac{d^\alpha \Xi_i}{dt^\alpha}\) for system (6.2) as follows
\[
\frac{d^\alpha \Xi_i}{dt^\alpha} \bigg|_{(6.2)} = \frac{1}{2} \frac{d^\alpha U_i}{dt^\alpha} + k \frac{d^\alpha V_i}{dt^\alpha}.
\]

From relations (7.7) and (7.8) we have
\[
\frac{d^\alpha \Xi_i}{dt^\alpha} \bigg|_{(6.2)} \leq - \left( \frac{\beta_1}{2} |x^i|^{2\alpha} - \frac{\beta_3 k_2 F + k\theta_2}{2} |x^i|^\alpha |\chi^i|^\alpha + \frac{k}{2} \left( \frac{\beta_3}{\epsilon} - \gamma \right) |\chi^i|^{2\alpha} \right) \\
+ \sum_{j=2}^r \frac{\beta_1 j + k\gamma_j}{2} |x^{i-j+1}|^{2\alpha} + |\xi^i_1| \\
\times \left( \frac{\beta_4}{2} |x^i|^{2\alpha} + \frac{\beta_3 k_2 Q_i + k\eta_1}{2} |x^i|^\alpha |\chi^i|^\alpha + \frac{k\eta_2}{2} |\chi^i|^{2\alpha} \right) + |\xi^i_2| \frac{k\beta_3}{2} |\chi^i|^{2\alpha}.
\]

Consequently, one will set
\[
\frac{d^\alpha \Xi_i}{dt^\alpha} \bigg|_{(6.2)} \leq - \beta_{\min}(M(\epsilon))(|x^i|^{2\alpha} + |\chi^i|^{2\alpha}) + \sum_{j=2}^r \frac{\beta_1 j + k\gamma_j}{2} |x^{i-j+1}|^{2\alpha} \\
+ |\xi^i_1| \left( \frac{\beta_4}{2} |x^i|^{2\alpha} + \frac{\beta_3 k_2 Q_i + k\eta_1}{2} |x^i|^\alpha |\chi^i|^\alpha + \frac{k\eta_2}{2} |\chi^i|^{2\alpha} \right) + |\xi^i_2| \frac{k\beta_3}{2} |\chi^i|^{2\alpha},
\]
where \(\beta_{\min}(M(\epsilon))\) denotes the minimal eigenvalue of the following matrix
\[
M(\epsilon) = \left[ \begin{array}{cc} \frac{\beta_1}{2} & -\frac{\beta_3 k_2 k + k\theta_2}{4} \\ -\frac{\beta_3 k_2 k + k\theta_2}{4} & \frac{\beta_3}{\epsilon} - \gamma \end{array} \right],
\]

and hence

\[
\frac{d^{\alpha} \Xi_i}{dt^{\alpha}} \bigg|_{(6.2)} \leq -\beta_{\min}(M(\epsilon))(|x^i|^{2\alpha} + |\chi^i|^{2\alpha}) + \sum_{j=2}^{r} \frac{\beta_{1j} + k\gamma_j}{2} |x^{i-j+1}|^{2\alpha}
\]

\[
+ |\xi^i_1| \left( \frac{\beta_1}{2} |x^i|^{2\alpha} + \frac{\beta_k^2}{2} k\eta_1 \right) \left( |x^i|^{2\alpha} + |\chi^i|^{2\alpha} \right) + \frac{k\eta_2}{2} |\chi^i|^{2\alpha}
\]

\[
+ |\xi^i_2| \frac{k\beta_5}{2} |\chi^i|^{2\alpha}.
\]

Let \( \delta = \max\{\frac{\beta_1}{2} + \frac{\beta_k^2}{2} k\eta_1, \frac{k\eta_2}{2} + \frac{\beta_k^2}{2} k\eta_1\} \). Then

\[
\frac{d^{\alpha} \Xi_i}{dt^{\alpha}} \bigg|_{(6.2)} \leq -\beta_{\min}(M(\epsilon))(|x^i|^{2\alpha} + |\chi^i|^{2\alpha}) + \sum_{j=2}^{r} \frac{\beta_{1j} + k\gamma_j}{2} |x^{i-j+1}|^{2\alpha}
\]

\[
+ |\xi^i_1| \delta (|x^i|^{2\alpha} + |\chi^i|^{2\alpha}) + |\xi^i_2| \frac{k\beta_5}{2} |\chi^i|^{2\alpha}.
\]

By noticing (7.11) we obtain

\[
\frac{d^{\alpha} \Xi_i}{dt^{\alpha}} \bigg|_{(6.2)} \leq -\frac{2\beta_{\min}(M(\epsilon))}{\beta_h} \Xi_i + \sum_{j=2}^{r} \frac{\beta_{1j} + k\gamma_j}{\beta_l} \Xi_{i-j+1} + |\xi^i_1| \frac{2\delta}{k\beta_l} \Xi_i + |\xi^i_2| \frac{k\beta_5}{\theta_l} \Xi_i.
\]

Using Lemmas 2 and 5 we conclude that the singularly perturbed system (6.2) is Mittag-Leffler \( \alpha \)-mean square string stable for sufficiently small \( \epsilon \).

### 8 Conclusions

The present study aimed to propose a new type of string stability based on Mittag-Leffler function called Mittag-Leffler string stability. The problem of Mittag-Leffler string stability for singularly perturbed nonlinear stochastic systems of fractional order has been considered. The sufficient conditions to guarantee the Mittag-Leffler string stability for interconnected stochastic systems were presented and their robustness to small singular perturbations was also demonstrated.
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