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Abstract. In this paper we give sufficient conditions ensuring the existence and uniqueness of pseudo almost periodic solution of a class of delayed chaotic neural networks. Further, we study the global asymptotic stability (GAS) of the considered model and give a set of criteria on (GAS) by constructing new Lyapunov functional.
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1 Introduction

Pseudo Almost periodic functions are part of a hierarchy of functions which starts with the well known periodic functions and these functions were first introduced in the literature by Zhang [30] as a natural generalization of the class of almost periodic functions (in the sens of H. Bohr). In addition, after considering longterm dynamical behaviour, it has been found that the investigation of almost periodic and pseudo almost periodic behaviour are in more accordance with reality since there is no phenomenon which is purely periodic. Hence, in the past two decades, some works dealing with the existence of almost periodic and/or pseudo almost periodic solutions of nonlinear differential equations have appeared with applications in different fields such as mathematical biology, control and physics ([1,6,7,12,13,15,18,22] and the references therein).

As we all know, the chaotic neural networks (CNNs) are non linear dynamic systems characterized by a striking resemblance to the biological neural networks in the human brain. In particular, the chaotic neural network shows the more complex spatial-temporal chaotic dynamics compared to the coupled
map lattice system in which each lattice site of coupled map lattice systems is only coupled to its nearest ones.

Hence, one of the most important behaviours of solutions which has been a main object of our investigations in previous papers is the almost automorphic and pseudo almost periodic behaviour of solutions of delayed systems such as RNNs, HNNs and SICNNs [4, 9, 10, 11]. Besides, it is natural to study some models with delays since those delays are inevitable in the neural networks (see, for example, [5, 22, 25] and the references therein).

The main motivation of this paper is to study the existence, uniqueness and global asymptotic stability of pseudo almost-periodic solution for a class of chaotic neural network with discrete and distributed delays. Our approach is based mainly on the contraction mapping principle and applying the Brouwer’s fixed point Theorem. To the best of author’s observation, no work has been published in the literature regarding the oscillatory behaviour for the delayed chaotic neural network.

This paper is organized as follows. In Section 2, we present the basic notations, definitions and properties which are used throughout this work to obtain our results. In particular, the space of pseudo almost periodic functions is defined and some elementary properties are given. Section 4, is devoted to an existence result. Before that, in Section 3, we shall introduce the model and precise some assumptions. The global asymptotic stability will be the subject of Section 5. In Section 6, an illustrative example is given to show the effectiveness of the results obtained. Finally, we draw conclusions.

2 Preliminaries: The Function Spaces

Throughout this paper, we will use the following concepts and notations. For a vector $v = (v_1, \ldots, v_n)^T \in \mathbb{R}^n$, let $\|v\|=(\sum_{i=1}^{n} v_i^2)^{\frac{1}{2}}$ denote the Euclidean vector norm, and for a matrix $M \in \mathbb{R}^{n \times n}$, let $\|M\|_2 = (\lambda_{\text{max}}(M^T M))^{\frac{1}{2}}$, where $\lambda_{\text{max}}(\cdot)$ represents the largest eigenvalue of a matrix and $T$ denotes the transpose of a matrix. $BC(\mathbb{R}, \mathbb{R}^n)$ denotes the set of bounded continued functions from $\mathbb{R}$ to $\mathbb{R}^n$. Note that $(BC(\mathbb{R}, \mathbb{R}^n), \|\cdot\|_{\infty})$ is a Banach space where $\|\cdot\|_{\infty}$ denotes the sup norm

$$\|f\|_{\infty} := \sup_{t \in \mathbb{R}}\|f(t)\|.$$ 

Denote by $AP(\mathbb{R}, \mathbb{R}^n)$ the set of the Bohr-almost periodic functions from $\mathbb{R}$ to $\mathbb{R}^n$. One of the definition consists in saying the following:

**DEFINITION 1.** A continuous function $f \in AP(\mathbb{R}, \mathbb{R}^n)$, if and only if for each $\epsilon > 0$, the set

$$T(f, \epsilon) = \{\tau \in \mathbb{R}, \quad |f(t + \tau) - f(\tau)| < \epsilon\}$$

is relatively dense in $\mathbb{R}$. In other words, there exists $l_{\epsilon} > 0$ such that every interval of length $l_{\epsilon}$ contains at least one point of $T(f, \epsilon)$.

The number $\tau$ in Definition 1 is called an $\epsilon$-translation number of the function $f$. We refer the reader to ([2] and [9]) for the basic theory of almost periodic functions and their applications.
Define the class of functions $PAP_0(\mathbb{R}, \mathbb{R}^n)$ as follows:

$$\left\{ f \in BC(\mathbb{R}, \mathbb{R}^n) \mid \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} |f(t)| \, dt = 0 \right\}.$$ 

A function $f \in BC(\mathbb{R}, \mathbb{R}^n)$ is called pseudo almost periodic if it can be expressed as $f = h + \varphi$, where $h \in AP(\mathbb{R}, \mathbb{R}^n)$ and $\varphi \in PAP_0(\mathbb{R}, \mathbb{R}^n)$. The collection of such functions will be denoted by $PAP(\mathbb{R}, \mathbb{R}^n)$.

The functions $h$ and $\varphi$ in above definition are respectively called the principal component (almost periodic) and the ergodic perturbation of the pseudo almost periodic function $f$. Furthermore, the decomposition given in definition above is unique.

**Remark 1.** Notice that $(PAP(\mathbb{R}, \mathbb{R}^n)$ is a closed subspace of $BC(\mathbb{R}, \mathbb{R}^n)$. So, $PAP(\mathbb{R}, \mathbb{R}^n)$ endowed with the uniform-norm, is a Banach space. On the other hand, $AP(\mathbb{R}, \mathbb{R}^n)$ is a proper subspace of $PAP(\mathbb{R}, \mathbb{R}^n)$. Indeed, for instance, the function $\phi(t) = \sin^2 \pi t + \sin^2 t + e^{-t} \cos^2 t$ is pseudo almost periodic function but not almost periodic [11].

### 3 Description System

In this paper, we are concerned with the following delayed chaotic neural networks

$$\begin{cases}
\frac{dx_i(t)}{dt} = -d_i x_i(t) + \sum_{j=1}^{n} a_{ij} f_j(x_j(t)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(t - \tau)) \\
\quad + \int_{t-\sigma}^{t} \sum_{j=1}^{n} c_{ij} h_j(x_j(\rho)) \, d\rho + J_i(t),
\end{cases} \quad (3.1)$$

where $n$ is the number of the neurons in the neural network, $x_i(t)$ denotes the state of the $i$th neural neuron at time $t$, $f_j(x_j(t))$, $g_j(x_j(t))$ and $h_j(x_j(t))$ are the activation functions of $j$th neuron at time $t$. The constants $a_{ij}, b_{ij}$ and $c_{ij}$ denote, respectively, the connection weights, the discretely delayed connection weights, and the distributively delayed connection weights, of the $j$th neuron on the $i$ neuron, $J_i(\cdot)$ is the external bias on the $i$th neuron, $d_i$ denotes the rate with which the $i$th neuron will reset its potential to the resting state in isolation when disconnected from the network and external inputs. $\tau$ is the constant discrete time delay, while $\sigma$ describes the distributed time delay. The initial condition associated with (3.1) is given in the form

$$x_i(t) = \varphi_i(t) \quad \text{for} \quad i \in \{1, 2, \ldots, n\} \quad \text{and} \quad t \in [-\alpha, 0],$$

where for all $i \in \{1, 2, \ldots, n\}$ the numerical function $\varphi_i(\cdot)$ is continuous on $[-\alpha, 0]$ with $\alpha = \max(\tau, \sigma)$. We denote a vector solution of the above system as

$$x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T,$$

Lemma 1. and technical lemmas. This setting requires the following preliminary results

In this section, we establish some results for the existence, uniqueness of pseudo almost periodic solution of (3.2). This setting requires the following preliminary results:

The neural network (3.1) can be rewritten in the following matrix-vector form

\[
\begin{cases}
\dot{x}(t) = -Dx(t) + Af(x(t)) + Bg(x(t - \tau)) \\
+ C \int_{t-\sigma}^{t} h(x(\rho)) d\rho + J(t), & t \geq 0, \\
x(t) = \varphi(t), & -\alpha \leq t \leq 0.
\end{cases}
\]

(3.2)

Throughout this paper, we consider the following assumptions:

(H1) The activity functions \(f, g, h\) are assumed to be global Lipschitz continuous, that is, there exist \(L_f, L_g, L_h > 0\) such that for all \(x, y \in \mathbb{R}^n\)

\[
\begin{align*}
\|f(x) - f(y)\| &< L_f \|x - y\|, \\
\|g(x) - g(y)\| &< L_g \|x - y\|, \\
\|h(x) - h(y)\| &< L_h \|x - y\|.
\end{align*}
\]

Furthermore, we suppose that \(f(0) = g(0) = h(0) = 0\).

(H2) \(J(\cdot) \in PAP(\mathbb{R}, \mathbb{R}^n)\) and \(\tau, \sigma > 0\).

(H3) \(r = \frac{1}{d}(L_f \|A\| + L_g \|B\| + \sigma L_h \|C\|) < 1\), where \(d = \min_{1 \leq i \leq n} d_i\).

(H4) \(d > \sum_{j=1}^{n}(|a_{ij}| L_f + |b_{ij}| L_g + \sigma |c_{ij}| L_h)\).

4 Existence and Uniqueness of Pseudo Almost Periodic Solution

In this section, we establish some results for the existence, uniqueness of pseudo almost periodic solution of (3.2). This setting requires the following preliminary and technical lemmas.

Lemma 1. [11] For all \(\beta \in \mathbb{R}\), \(x(\cdot - \beta) \in PAP(\mathbb{R}, \mathbb{R}^n)\) whenever \(x(\cdot) \in PAP(\mathbb{R}, \mathbb{R}^n)\).

Lemma 2. Suppose that assumption (H1) holds and \(x(\cdot) \in PAP(\mathbb{R}, \mathbb{R}^n)\) then \(\phi : t \mapsto \int_{t-\sigma}^{t} h(x(\rho)) d\rho \) belongs to \(PAP(\mathbb{R}, \mathbb{R}^n)\).

Proof. By the composition Theorem of pseudo-almost periodic functions [3], the function \(\psi : t \mapsto h(x(t)) \) belongs to \(PAP(\mathbb{R}, \mathbb{R}^n)\) whenever \(x \in PAP(\mathbb{R}, \mathbb{R}^n)\), then \(\psi\) can be expressed as \(\psi = u + v\), where \(u \in AP(\mathbb{R}, \mathbb{R}^n)\) and \(v \in PAP_0(\mathbb{R}, \mathbb{R}^n)\). Consequently,

\[
\phi(t) = \int_{t-\sigma}^{t} u(\rho) d\rho + \int_{t-\sigma}^{t} v(\rho) d\rho = \phi_1(t) + \phi_2(t).
\]
Let us prove the almost periodicity of the function \( t \mapsto \phi_1(t) \). For an arbitrary \( \varepsilon > 0 \), we consider, in view of the almost periodicity of the function \( u \), a number \( L_\varepsilon \) such that in any interval \([\alpha, \alpha + L]\) one finds a number \( \delta \), with property that:

\[
\sup_{t \in \mathbb{R}} \left\| u(t + \delta) - u(t) \right\| < \frac{\varepsilon}{\sigma}.
\]

Afterwards, we can write:

\[
\left\| \phi_1(t + \delta) - \phi_1(t) \right\| \leq \int_{t-\sigma}^{t} \left\| u(\xi + \delta) - u(\xi) \right\| d\xi \leq \varepsilon,
\]

which implies that \( \phi_1(\cdot) \in AP(\mathbb{R}, \mathbb{R}^n) \). Now, we turn our attention to \( \phi_2(\cdot) \). First, note that \( s \mapsto \phi_2(s) \) is a bounded continuous function. Thus, it remains to prove that

\[
\lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} \left\| \phi_2(s) \right\| ds = 0.
\]

Let us take any \( \varepsilon > 0 \) and set \( C_\varepsilon := \{ t \in \mathbb{R}; \| v(t) \| \geq \varepsilon \} \). According to [19]
\[
\frac{m(C_\varepsilon \cap [-T, T])}{2T} \to 0
\]
as \( T \to +\infty \), where \( m \) is the Lebesgue measure. So

\[
\frac{1}{2T} \int_{-T}^{T} \int_{t-\sigma}^{t} v(\rho) \, d\rho \, dt \leq \frac{1}{2T} \int_{-T}^{T} \left( \int_{t-\sigma}^{t} \| v(\rho) \| \, d\rho \right) dt
\]

\[
= \frac{1}{2T} \int_{[-T, T] \cap C_\varepsilon} \int_{t-\sigma}^{t} \| v(\rho) \| \, d\rho \, dt + \frac{1}{2T} \int_{[-T, T] - C_\varepsilon} \int_{t-\sigma}^{t} \| v(\rho) \| \, d\rho \, dt
\]

\[
\leq \| v \| \sigma \left( \frac{m(C_\varepsilon \cap [-T, T])}{2T} \right) + \varepsilon \sigma \to 0
\]
as \( T \to +\infty \). The proof of Lemma 2 is now complete. \( \Box \)

**Lemma 3.** Suppose that assumptions (H\(_1\)), (H\(_2\)) hold. Define the nonlinear operator \( \Gamma \) by: for each \( \varphi \in PAP(\mathbb{R}, \mathbb{R}^n) \)

\[
(\Gamma \varphi)(t) = \int_{-\infty}^{t} e^{-(t-s)D} \left[ Af(\varphi(s)) + Bg(\varphi(s) - \tau) + C \int_{s-\sigma}^{s} h(\varphi(\rho)) \, d\rho + J(s) \right] \, ds.
\]

Then \( \Gamma \) maps \( PAP(\mathbb{R}, \mathbb{R}^n) \) into itself.

**Proof.** First, let us check that \( \Gamma \) is well defined. Indeed, by Lemma 1, for all \( \varphi \in PAP(\mathbb{R}, \mathbb{R}^n) \) the function \( T_h(\varphi) = \varphi(\cdot - h) \in PAP(\mathbb{R}, \mathbb{R}^n) \). And hence, by the composition Theorem of pseudo-almost periodic functions [3], the functions \( t \mapsto Af(\varphi(t)) \) and \( t \mapsto Bg(\varphi(t - \tau)) \) belong to \( PAP(\mathbb{R}, \mathbb{R}^n) \) whenever \( \varphi \in PAP(\mathbb{R}, \mathbb{R}^n) \). Thus,

\[
t \mapsto F(t) = Af(\varphi(t)) + Bg(\varphi(t - \tau)) + C \int_{t-\sigma}^{t} h(\varphi(\rho)) \, d\rho + J(t)
\]

belongs to $PAP(\mathbb{R}, \mathbb{R}^n)$. Consequently the integral (in Riemann’s sense)
\[
\int_{R}^{t} e^{-(t-s)D} \left[ Af(\varphi(s)) + Bg(\varphi(s) - \tau) + C \int_{s-\sigma}^{s} h(\varphi(\rho)) \, d\rho + J(s) \right] \, ds
\]
has a sense. Besides, the integrand is estimated by $M \| e^{-(t-s)D} \|$ where
\[
M = \sup_{s \in \mathbb{R}} \| Af(\varphi(s)) + Bg(\varphi(s) - \tau) + C \int_{s-\sigma}^{s} h(\varphi(\rho)) \, d\rho + J(s) \| < +\infty.
\]
Thus, the integral
\[
\int_{-\infty}^{t} e^{-(t-s)D} \left[ Af(\varphi(s)) + Bg(\varphi(s) - \tau) + C \int_{s-\sigma}^{s} h(\varphi(\rho)) \, d\rho + J(s) \right] \, ds
\]
is absolutely convergent and
\[
\| (\Gamma \varphi)(t) \| \leq M \int_{-\infty}^{t} \| e^{-(t-s)D} \| \, ds \leq M \int_{-\infty}^{t} e^{-(t-s)d} \, ds = \frac{M}{d}.
\]
Since the function $F$ belongs to $PAP(\mathbb{R}, \mathbb{R}^n)$, then $F$ can be expressed as
\[
F = F_1 + F_2,
\]
where $F_1 \in AP(\mathbb{R}, \mathbb{R}^n)$ and $F_2 \in PAP_0(\mathbb{R}, \mathbb{R}^n)$. Consequently,
\[
(\Gamma F) = (\Gamma F_1) + (\Gamma F_2),
\]
where
\[
(\Gamma F_1)(t) = \int_{-\infty}^{t} e^{-(t-s)D} F_1(s) \, ds \quad \text{and} \quad (\Gamma F_2)(t) = \int_{-\infty}^{t} e^{-(t-s)D} F_2(s) \, ds.
\]
Let us prove the almost periodicity of $t \mapsto (\Gamma F_1)(t)$. For $\varepsilon > 0$, we consider, in view of the almost periodicity of $F_1$, a number $L(\varepsilon, d)$ such that in any interval $[\mu, \mu + L]$ one finds a number $\delta$, with property that:
\[
\sup_{t \in \mathbb{R}} \| F_1(t + \delta) - F_1(t) \| < \varepsilon d.
\]
Directly afterwards, we can write
\[
\| (\Gamma F_1)(t + \tau) - (\Gamma F_1)(t) \| \leq \int_{-\infty}^{t} \| e^{-(t-\xi)D} \| \| F_1(\xi + \tau) - F_1(\xi) \| \, d\xi \leq \varepsilon,
\]
which implies the almost periodicity of $(\Gamma F_1)$. Now, we turn our attention to $(\Gamma F_2)$. First, note that $s \mapsto (\Gamma F_2)(s)$ is a bounded continuous function. Thus, it remains to prove that
\[
\lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} \| (\Gamma F_2)(s) \| \, ds = 0.
\]
Clearly,
\[
\lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} \| (\Gamma F_2)(s) \| \, ds \leq I + K,
\]
where
\[
I = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} dt \left( \int_{-T}^{t} \| e^{-(t-s)D} F_2(s) \| \, ds \right)
\]
and
\[
K = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} dt \left( \int_{-\infty}^{-T} \| e^{-(t-s)D} F_2(s) \| \, ds \right).
\]
It is clear that
\[
I = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} dt \left( \int_{t}^{\infty} e^{-(t-s)D} F_2(s) \, ds \right)
\]
\[
\leq \lim_{T \to +\infty} \frac{1}{2Td} \int_{-T}^{T} \| F_2(t) \| \, dt = 0.
\]
Reasoning in a similar way we obtain the following estimates
\[
K = \lim_{T \to +\infty} \frac{1}{2T} \int_{-T}^{T} dt \left( \int_{-\infty}^{t} e^{-(t-s)D} F_2(s) \, ds \right)
\]
\[
\leq \lim_{T \to +\infty} \sup_{t \in \mathbb{R}} \| F_2(t) \| e^{-2dT} = 0.
\]
Consequently, the function \((\Gamma F_2)\) belongs to \(\text{PAP}_0(\mathbb{R}, \mathbb{R}^n)\), and hence \((\Gamma F) = (\Gamma F_1) + (\Gamma F_2) \in \text{PAP}(\mathbb{R}, \mathbb{R}^n)\). The proof is complete. □

**Theorem 1.** Suppose that assumptions \((H_1) - (H_3)\) hold. Then the delayed chaotic neural networks \((3.1)\) has a unique pseudo almost periodic solution in the convex
\[
\mathcal{B} = B(\varphi_0, R) = \left\{ \varphi \in \text{PAP}(\mathbb{R}, \mathbb{R}^n), \| \varphi - \varphi_0 \| \leq r \frac{\| J \|_{\infty}}{d(1-r)} \right\},
\]
where
\[
\varphi_0(t) = \int_{-\infty}^{t} e^{-(t-s)D} J(s) \, ds.
\]

**Proof.** Clearly, \(\mathcal{B}\) is a closed convex subset of \(\text{PAP}(\mathbb{R}, \mathbb{R}^n)\) and
\[
\| \varphi_0(t) \| = \| J \|_{\infty} / d.
\]
Therefore, for any \(\varphi \in \mathcal{B}\) by using the estimate just obtained, we see that
\[
\| \varphi \| \leq \| \varphi - \varphi_0 \| + \| \varphi_0 \| \leq r \frac{\| J \|_{\infty}}{d(1-r)} + \frac{\| J \|_{\infty}}{d} = \frac{\| J \|_{\infty}}{d(1-r)}.
\]
It is clear that the operator \(\Gamma\) is a self-mapping from \(\mathcal{B}\) to \(\mathcal{B}\). In fact, for any \(\varphi \in \mathcal{B}\), we have
\[
\| (\Gamma \varphi)(t) - \varphi_0(t) \| \leq \frac{L_f \| A \|_2 + L_g \| B \|_2 + \sigma L_h \| C \|_2}{d} \| \varphi \|_{\infty} \leq \frac{r \| J \|_{\infty}}{d(1-r)}.
\]

which implies that \((\Gamma \varphi) \in \mathcal{B}\). Next, we prove that the mapping \(\Gamma\) is a contraction mapping of \(\mathcal{B}\). In view of \((H_2)\), for any \(\varphi, \psi \in \mathcal{B}\), we have

\[
\| (\Gamma \varphi)(t) - (\Gamma \psi)(t) \| \leq \int_{-\infty}^{t} e^{-(t-s)d} \| A[f(\varphi(s)) - f(\psi(s))] \| ds \\
+ \int_{-\infty}^{t} e^{-(t-s)d} \| B[g(\varphi(s-\tau)) - g(\psi(s-\tau))] \| ds \\
+ \int_{-\infty}^{t} \| C \int_{s-\sigma}^{s} [h(\varphi(\rho)) - h(\psi(\rho))] d\rho \| ds \\
\leq \frac{1}{d}(L_f \| A \|_2 + L_g \| B \|_2 + \sigma L_h \| C \|_2) \| \varphi - \psi \|_\infty \leq r \| \varphi - \psi \|_\infty.
\]

The assumption \((H_3)\) implies that \(\Gamma\) is a contraction mapping on \(\mathcal{B}\). Then there exists a unique fixed point \(\varphi_* \in \mathcal{B}\) such that \(\Gamma \varphi_* = \varphi_*\). This implies that (3.1) has a unique pseudo almost periodic solution in \(\mathcal{B} \subset \text{PAP}(\mathbb{R}, \mathbb{R}^n)\).

5 Global Asymptotic Stability

In this section we will assume that the impulsive function is constant. Let us consider the special case of the model (3.1)

\[
\begin{aligned}
\frac{dx_i(t)}{dt} &= -d_i x_i(t) + \sum_{j=1}^{n} a_{ij} f_j(x_j(t)) \\
&\quad + \sum_{j=1}^{n} b_{ij} g_j(x_j(t-\tau)) + \int_{t-\sigma}^{t} \sum_{j=1}^{n} c_{ij} h_j(x_j(\rho)) d\rho + J_i
\end{aligned}
\]  

(5.1)

Accompanying the network above by an initial condition of the form

\[
\begin{cases}
x_i(t) = x_i(t, \varphi_i), & \text{if } t \geq 0 \\
x_i(t) = \varphi_i(t), & \text{if } -\alpha \leq t \leq 0
\end{cases}
\]

for all \(i \in \{1, 2, \ldots, n\}\).  

(5.2)

We denote a vector solution of the above system as

\[x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T.\]

Hence, the neural network (5.1) can be rewritten in the following matrix-vector form

\[
\begin{aligned}
\dot{x}(t) &= -Dx(t) + Af(x(t)) + Bg(x(t-\tau)) \\
&\quad + C \int_{t-\sigma}^{t} h(x(\rho)) d\rho + J, & t \geq 0, \\
x(t) &= \varphi(t), & -\alpha \leq t \leq 0.
\end{aligned}
\]  

(5.3)

DEFINITION 2. [17] Let \(f : \mathbb{R} \rightarrow \mathbb{R}\) be a continuous function, then \(\frac{D^+ f(t)}{d t}\) is defined as

\[
\frac{D^+ f(t)}{d t} = \lim_{h \to 0^+} \frac{f(t + h) - f(t)}{h}.
\]
Remark 2. The upper-right Dini derivative $\frac{D^+V|f(t)|}{dt}$ of $|f(t)|$ is given by

$$\frac{D^+V|f(t)|}{dt} = \text{sign}(f(t))\frac{df(t)}{dt},$$

where $\text{sign}(\cdot)$ is the signum function.

Definition 3. A constant vector $x^* = (x_1^*, \ldots, x_n^*)^T$ is said to be an equilibrium solution to the above equation if it satisfies the system of equations

$$-d_i x_i^* + \sum_{j=1}^{n} a_{ij} f_j(x_i^*) + \sum_{j=1}^{n} b_{ij} g_j(x_i^*) + \sigma \sum_{j=1}^{n} c_{ij} h_j(x_i^*) + J_i = 0$$

for $1 \leq i \leq n$.

Theorem 2. Let the conditions $(H_1)$–$(H_4)$ hold. Then the equation (5.1) possess an equilibrium point.

Proof. First, let us prove the existence and uniqueness of the equilibrium $x^*$ of the equation (5.1). Consider a mapping

$$\theta(x_1, x_2, \ldots, x_n) = \begin{pmatrix} \theta_1(x_1, x_2, \ldots, x_n) \\ \theta_2(x_1, x_2, \ldots, x_n) \\ \vdots \\ \theta_n(x_1, x_2, \ldots, x_n) \end{pmatrix},$$

where for all $i \in \{1, \ldots, n\}$

$$x_i = \theta_i(x_1, x_2, \ldots, x_n) = \frac{1}{d_i} \left\{ \sum_{j=1}^{n} a_{ij} f_j(x_j) + b_{ij} g_j(x_j) + \sigma c_{ij} h_j(x_j) \right\} + J_i.$$

It is clear that for all $i \in \{1, \ldots, n\}$

$$|\theta_i(x_1, \ldots, x_n)| \leq \frac{1}{d_i} \left\{ \sum_{j=1}^{n} (|a_{ij}| M_f + |b_{ij}| M_g + \sigma M_h |c_{ij}| + |J_i|) \right\} = \omega.$$

One can see without difficulty that

$$x = (x_1, x_2, \ldots, x_n)^T \in [-\omega, \omega]^n \implies \theta(x_1, x_2, \ldots, x_n) \in [-\omega, \omega]^n.$$

Besides, the function

$$\theta : [-\omega, \omega]^n \rightarrow [-\omega, \omega]^n$$

is continuous since for all $i \in \{1, 2, \ldots, n\}$ the functions $f_j(\cdot)$, $g_j(\cdot)$ and $h_j(\cdot)$ are continuous. So, by Brouwer’s fixed point Theorem [26], there exists at least one fixed point $x^* \in [-\omega, \omega]^n$ of $\theta$, namely

$$x_i^* = \theta_i(x_1^*, x_2^*, \ldots, x_n^*) = \frac{1}{d_i} \left\{ \sum_{j=1}^{n} a_{ij} f_j(x_j^*) + b_{ij} g_j(x_j^*) + \sigma c_{ij} h_j(x_j^*) \right\} + J_i.$$
which proves that \( x^* \) is an equilibrium point of the equation (4). In the following we will show the uniqueness of the equilibrium point \( x^* \) of the map \( \theta \). For this, we will use the contradiction method. Suppose there exists another fixed point denoted by \( y^* = (y^*_1, y^*_2, \ldots, y^*_n) \) such that for all \( i \in \{1, 2, \ldots, n\} \) one has

\[
y^*_i = \frac{1}{d_i} \left\{ \sum_{j=1}^{n} (a_{ij} f_j(y^*_j) + b_{ij} g_j(y^*_j) + \sigma c_{ij} h_j(y^*_j)) + J_i \right\}.
\]

It follows that for all \( i \in \{1, 2, \ldots, n\} \)

\[
d_i (x^*_i - y^*_i) = \sum_{j=1}^{n} (a_{ij} (f_j(x^*_j) - f_j(y^*_j)) + b_{ij} (g_j(x^*_j) - g_j(y^*_j)) + \sigma c_{ij} (h_j(x^*_j) - h_j(y^*_j))).
\]

By \((H_1)\), one has

\[
d_i |x^*_i - y^*_i| \leq \sum_{j=1}^{n} (|a_{ij}| L_f |x^*_j - y^*_j| + |b_{ij}| L_g |x^*_j - y^*_j| + \sigma |c_{ij}| L_h |x^*_j - y^*_j|)
\]

\[
= \sum_{j=1}^{n} (|a_{ij}| L_f + |b_{ij}| L_g + \sigma |c_{ij}| L_h) |x^*_j - y^*_j|.
\]

Hence for all \( i \in \{1, 2, \ldots, n\} \)

\[
\sum_{j=1}^{n} \left\{ d_i - \sum_{j=1}^{n} (|a_{ij}| L_f + |b_{ij}| L_g + \sigma |c_{ij}| L_h) \right\} |x^*_i - y^*_i| \leq 0.
\]

By \((H_4)\) it follows that for all \( i \in \{1, 2, \ldots, n\} \), \( x^*_i = y^*_i \), which proves the unicity of the equilibrium point. \( \square \)

**Theorem 3.** Under the assumptions \((H_1)\)–\((H_4)\) the equilibrium \( x^* \) of equation (5.1) is globally asymptotically stable independent of delays in the sense that all solutions of (5.1) corresponding to the initial values (5.2) satisfy for all \( i \in \{1, 2, \ldots, n\} \)

\[
\lim_{t \to +\infty} x_i(t) = x^*_i.
\]

**Proof.** Let us prove the global exponential stability of the equilibrium \( x^* \) of the equation (5.1). By using the upper right derivative one has

\[
\frac{d^+}{dt} |x_i(t) - x^*_i| \leq -d_i |x_i(t) - x^*_i|
\]

\[
+ \sum_{j=1}^{n} \left( |a_{ij}| L_f |x_j(t) - x^*_j| + |b_{ij}| L_g |x_j(t - \tau) - x^*_j| \right)
\]

\[
+ \int_{t-\sigma}^{t} \sum_{j=1}^{n} |c_{ij}| L_h |x_j(\rho) - x^*_j| d\rho.
\]
Pose
\[ \zeta = \min_{1 \leq i \leq n} \left\{ d_i - \sum_{j=1}^{n} \left( |a_{ij}| L_f + |b_{ij}| L_g + \sigma L_h |c_{ij}| \right) \right\}. \]

Obviously for all \( i \in \{1, 2, \ldots, n\} \)
\[ d_i - \sum_{j=1}^{n} \left( |a_{ij}| L_f + |b_{ij}| L_g + \sigma L_h |c_{ij}| \right) \geq \zeta. \]

Consider for \( i \in \{1, 2, \ldots, n\} \) the function \( \psi_i(\cdot) \) defined by
\[ \psi_i(t) = t - d_i + L_f \sum_{j=1}^{n} |a_{ij}| + L_g \sum_{j=1}^{n} |b_{ij}| e^{t\tau} + \sigma L_h \sum_{j=1}^{n} |c_{ij}|. \]

It is clear that the functions \( t \mapsto \psi_i(t) \) are continuous on \( \mathbb{R}^+ \) and by hypothesis \((H_4), \psi_i(0) < 0\). Thus, there exists a sufficiently small constant \( \mu \) such that
\[ \psi_i(\mu) < 0, \quad \text{for all } 1 \leq i \leq n. \]

Take an arbitrary \( \epsilon > 0 \). Set, for all \( 1 \leq i \leq n \),
\[ z_i(t) = |x_i(t) - x_i^*| e^{\mu t}. \]

Then for all \( 1 \leq i \leq n \), and for all \( -\alpha \leq t \leq 0 \), one has
\[ z_i(t) \leq M < M + \epsilon, \]
where \( M = \sup_{-\alpha \leq t \leq 0} \|x(t) - x^*\| \). In the following, we shall prove that for all \( t > 0 \)
\[ z_i(t) \leq M + \epsilon. \]

Suppose the contrary. Let us denote \( A_i = \{t > 0, \ z_i(t) > M + \epsilon\} \). It follows that there exists \( 1 \leq i_0 \leq n \) such that \( A_{i_0} \neq \emptyset \). Let
\[ t_i = \begin{cases} \inf A_i, & \text{if } \{t > 0, \ z_i(t) > M + \epsilon\} \neq \emptyset, \\ +\infty, & \text{if } \{t > 0, \ z_i(t) > M + \epsilon\} = \emptyset. \end{cases} \]

Then \( t_i > 0 \) and for all \( -\tau \leq t < t_i \), one has
\[ z_i(t) \leq M + \epsilon. \]

Let us denote \( t_s = \min_{1 \leq i \leq n} t_i \). It follows that \( 0 < t_s < +\infty \) and for all \( -\tau \leq t \leq t_s \), one has
\[ z_i(t) \leq M + \epsilon. \]

Note that
\[ z_s(t_s) = M + \epsilon \quad \text{and} \quad D^+ z_s(t_s) \geq 0. \]

Now since \( x_i(\cdot) \) are solutions of Eq. (4), we get
\[ 0 \leq D^+ z_s(t_s) = D^+ [\left| x_s(t) - x_i^* \right| e^{\mu t}]_{t=t_s} \]

\[
\begin{align*}
\frac{D^+ z_i(t)}{dt} &= e^{\mu t_s} \left[ \alpha |x_s(t) - x_i^*| + \frac{D^+ |x_i(t) - x_i^*|}{dt} \right] \\
&\leq |x_s(t_s) - x_i^*| \mu e^{\mu t_s} + e^{\alpha t_s} \left( -d_i |x_i(t_s) - x_i^*| + \sum_{j=1}^n |a_{ij}| L_f |x_j(t_s) - x_j^*| \\
&\quad + |b_{ij}| L_g |x_j(t_s - \tau) - x_j^*| + \int_{t_s - \sigma}^{t_s} \sum_{j=1}^n |c_{ij}| L_h |x_j(\rho) - x_j^*| d\rho \right) \\
&\leq z_s(t_s) \mu e^{\mu t_s} + \left( -d_i z_s(t_s) + \sum_{j=1}^n |a_{ij}| L_f z_s(t_s) \\
&\quad + |b_{ij}| L_g z_j(t_s - \tau) e^{\mu \tau} + \int_{t_s - \sigma}^{t_s} \sum_{j=1}^n |c_{ij}| L_h z_j(\rho) e^{-\alpha \rho} d\rho \right) \\
&\leq (M + \epsilon) \left( (\mu - d_i) + \sum_{j=1}^n \left( |a_{ij}| L_f + e^{\alpha \tau} |b_{ij}| L_g + |c_{ij}| L_h \int_{t_s - \sigma}^{t_s} e^{-\alpha \rho} d\rho \right) \right) \\
&\leq (M + \epsilon) \left( (\mu - d_i) + \sum_{j=1}^n \left( |a_{ij}| L_f + e^{\mu \tau} |b_{ij}| L_g + \sigma |c_{ij}| L_h \right) \right).
\end{align*}
\]

It follows that

\[
(\mu - d_i) + \sum_{j=1}^n \left( |a_{ij}| L_f + e^{\mu \tau} |b_{ij}| L_g + \frac{e^{\mu \sigma} - 1}{\alpha} |c_{ij}| L_h \right) \geq 0,
\]

that is $\psi_i(\mu) \geq 0$, which contradicts the fact that $\psi_i(\alpha) < 0$. Thus we obtain that for all $t > 0$,

\[
z_i(t) = |x_i(t) - x_i^*| \leq (M + \epsilon) e^{-\mu t}.
\]

Note that $\|x(t) - \varphi(t)\| = \max_{1 \leq i \leq n} |x_i(t) - \varphi_i(t)|$, then passing to limit when $\epsilon \to 0^+$ we obtain for all $t > 0$

\[
\|x(t) - x^*\| \leq M e^{-\alpha t}.
\]

The proof of this theorem is now completed. \(\square\)

**Remark 3.** If we let $f = g = h$ equation (3.2) changes into the model of reference [9] where we establish only the existence of the solutions. Hence, this paper is a natural continuation of our previous papers [9, 11].

**Remark 4.** Recently, some sufficient conditions have been obtained for global asymptotic stability (GAS) of delayed neural networks. For instance, the existence and uniqueness of the equilibrium point and its global asymptotic stability are discussed for a class of neural networks with time-varying delays and Lipschitz continuous activation functions by Cao and Wang [8].

**Remark 5.** When for all $1 \leq i, j \leq n$ system (3.1) can be reduced to the model of [28]. Further, our results can be seen as a natural generalization and improvement of [28] since in the model of [28] the authors considered the periodic case. Moreover, this model has attracted a lot of interest especially the study of the problem of synchronization [24, 27].
6 An Example

Let us consider the system

$$\dot{x}(t) = -Dx(t) + Af(x(t)) + Bf(x(t - \tau)) + C \int_{t-\sigma}^{t} f(x(\rho)) d\rho + J(t)$$

or

$$\begin{bmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \end{bmatrix} = -D \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} + A \begin{bmatrix} f_1(x_1(t)) \\ f_2(x_2(t)) \end{bmatrix} + B \begin{bmatrix} f_1(x_1(t - \tau)) \\ f_2(x_2(t - \tau)) \end{bmatrix} + C \begin{bmatrix} \int_{t-\sigma}^{t} f_1(x_1(\rho)) d\rho \\ \int_{t-\sigma}^{t} f_2(x_2(\rho)) d\rho \end{bmatrix} + \begin{bmatrix} J_1(t) \\ J_2(t) \end{bmatrix}, \quad (6.1)$$

where $f_i(x_i(t)) = g_i(x_i(t)) = h_i(x_i(t)) = |x_i(t) + 1| - |x_i(t) - 1|$, $i = 1, 2$.

$$A = \begin{pmatrix} \frac{\cos \sqrt{2t + e^{-t^2 \sin^2 t}}} {3} & 0 \\ 0 & \frac{\cos t + e^{-t^2 \sin^2 t}} {5} \end{pmatrix} \quad \Rightarrow \quad \|A\|_2 \leq \frac{2}{3},$$

$$B = \begin{pmatrix} \frac{\sin \sqrt{2t + e^{-t^2 \sin^2 t}}} {2} & 0 \\ 0 & \frac{\cos t + e^{-t^2 \sin^2 t}} {4} \end{pmatrix} \quad \Rightarrow \quad \|B\|_2 \leq \frac{1}{5},$$

$$C = \begin{pmatrix} \frac{1}{4} & \frac{1}{2} \\ 1 & \frac{1}{5} \end{pmatrix} \quad \Rightarrow \quad \|C\|_2 = 0.93255,$$

$$D = \begin{pmatrix} 5 & 0 \\ 0 & 4 \end{pmatrix} \quad \Rightarrow \quad \|D\|_2 \leq 5,$$

$$J(t) = \begin{pmatrix} \frac{\sin \sqrt{2t + \sin t + e^{-t^2 \sin^2 t}}}{\cos t + \sin \sqrt{5} t} \end{pmatrix}, \quad \tau = \sigma = 3.$$

It follows that $r < 1$, which implies that system (6.1) satisfies all the conditions in Theorem 1. Hence, system (6.1) has exactly one pseudo almost periodic function in the convex set $B$ (see Figure 1).

7 Conclusions

In recent years, there have been extensive results on the problem of the existence and stability of periodic and almost periodic solutions of the chaotic neural networks by numerous authors (see, for example, [6,7,14,15,16,18,20,21,23,29]. In this paper, we have studied the global asymptotic stability of the equilibrium point and the existence of pseudo almost periodic solutions for a class of neural networks with mixed delays. We have employed mainly the well known Banach contraction principle as well as the the Brouwer’s fixed point Theorem to prove our main results. Finally, an example with its numerical simulations has been provided to demonstrate the feasibility of our results. It should be mentioned that our results are more general and stronger than those in earlier publications which study the periodic and almost periodic solutions.
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