
Mathematical Modelling and Analysis Publisher: Taylor&Francis and VGTU

Volume 17 Number 5, November 2012, 618–629 http://www.tandfonline.com/TMMA

http://dx.doi.org/10.3846/13926292.2012.732972 Print ISSN: 1392-6292

c©Vilnius Gediminas Technical University, 2012 Online ISSN: 1648-3510

Dual Equation and Inverse Problem
for an Indefinite Sturm–Liouville Problem
with m Turning Points of Even Order

Hamidreza Marasia and Aliasghar Jodayree Akbarfamb

aUniversity of Bonab

Bonab, Iran
bUniversity of Tabriz

Tabriz, Iran

E-mail: marasi@bonabu.ac.ir

Received September 11, 2011; revised September 5, 2012; published online November 1, 2012

Abstract. In this paper the differential equation y′′ +
(
ρ2φ2(x) − q(x)

)
y = 0 is

considered on a finite interval I, say I = [0, 1], where q is a positive sufficiently smooth
function and ρ2 is a real parameter. Also, [0, 1] contains a finite number of zeros of
φ2, the so called turning points, 0 < x1 < x2 < · · · < xm < 1. First we obtain the
infinite product representation of the solution. The product representation, satisfies
in the original equation. As a result the associated dual equation is derived and then
we proceed with the solution of the inverse problem.

Keywords: turning point, Sturm–Liouville problem, indefinite problem, dual equation,

inverse problem.
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1 Introduction

In most differential equations with variable coefficients it is impossible to obtain
an exact solution, so one must resort to various approximation methods of
solution. One of the most useful mathematical methods of achieving this, is
representing the solution by an asymptotic form [15, 16]. But, in methods
connected with dual equations, the closed form of the solution is needed. For
this purpose we know from Halvorsen result [6], that any solution y(x, λ) of the
following equation

y′′ +
(
λφ2(x)− q(x)

)
y = 0, x ∈ I = [0, 1], (1.1)

defined by a fixed set of initial conditions is an entire function of λ for each fixed
x ∈ [0, 1], whose order does not exceed 1

2 . Thus it follows from the classical
Hadamard factorization theorem (see [12]), such solutions are expressible as an
infinite product.
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http://dx.doi.org/10.3846/13926292.2012.732972
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In physics, engineering and quantum mechanics it is necessary to build a
mathematical model to represent certain problems, e.g. the determining of the
inter-atomic forces for given energy-levels. This leads to the following general
problem.

Given the spectrum of a second-order differential operator, to determine this
operator.

This is known as the inverse problem. It may be pointed out that the inverse
problem may not be properly formulated. Marchenko in [17] has shown that
the problem can only have a solution if the spectral distribution function σ(λ)
of the operator is given. The spectral distribution function is defined in term
of the normalization constants of the eigenfunctions. Levitan and Gasymov in
[13] gave a new account of the solution of the inverse problem in terms of the
spectral function in the case a classical Sturm–Liouville operator. The inverse
problem for the canonical case of a two-term Sturm–Liouville operator on a
finite interval is completely solved in [21]. In [21] the authors introduced the
Dirichlet spectrum associated with the function q in L2 and derived some of
its properties. Belishev in [14] considered the homogeneous boundary-value
problem

y′′ + λp(x)y = 0, x ∈ [0, l] (l <∞) (1.2)

with the conditions y(0) = y(l) = 0. The density p(x) is real-valued, p(x) ∈
L1(0, l), p(x) 6= 0 almost everywhere on (0, l). Let σ = {λj}∞−∞ be the negative
and positive eigenvalues of the problem (1.2) and {Qj(x)}∞−∞ be the corre-
sponding eigenfunctions which are normalized by the condition Qj(0) = 1 for
all j. In [14] it is shown that the function p(x) can be reconstructed from the

spectrum σ and a knowledge of ε = {vj}∞−∞ where vj =
∫ l
0
[Q′j(x)]2 dx. In

[20] Pranger considered differential equation (1.2) in which p(x) is a positive
twice continuously differentiable function on [0, 1]. In this article he stud-
ied the recovery of the function p(x) from the knowledge of the eigenvalues.
Differential equations with turning points have various applications in mathe-
matics, elasticity, optics, geophysics and other branches of natural sciences (see
[1, 2, 5, 18, 22] and the references therein). Inverse spectral theory for indefinite
Sturm–Liouville operators is not as well developed as the corresponding theory
for definite cases. Indeed, there are very few papers for example [3, 8, 9, 11],
all dealing with case of low number of turning points and certainly pertaining
only to given real spectral data as opposed to cases where non-real spectra
may occur (see [19]). In [10] authors considered the following Sturm–Liouville
equation

y′′ +
(
λφ2(x)− q(x)

)
y = 0, −1 ≤ x ≤ 1. (1.3)

It is assumed that q(x) is a real function that is Lebesgue integrable on the
interval [−1, 1], λ = ρ2 is the spectral parameter and

φ2(x) = (x− x1)4m+1φ0(x),

where −1 < x1 < 1, m ∈ N , φ0 > 0 for x ∈ [−1, 1], φ0 is a twice continu-
ously differentiable on [0, 1] and φ2(x) has one zero in [−1, 1], so called turning
point. In [10] a unique positive potential has reconstructed from two spectral

Math. Model. Anal., 17(5):618–629, 2012.



620 H.R. Marasi and A. Jodayree Akbarfam

sequences, given a weight function with a simple turning point in the interior
of a finite interval with fixed end boundary conditions. In this paper we pro-
ceed to solve such inverse problem in a case where the weight function (the
coefficient of λ in (1.3)) has m turning points that one of odd order and others
are of even order.

2 Notations and Preliminary Results

Let us consider the real second order differential equation

y′′ +
(
ρ2φ2(x)− q(x)

)
y = 0, x ∈ I = [0, 1] (2.1)

where ρ2 = λ is the spectral parameter, q is bounded and integrable on I
and

φ2(x) = φ0(x)

m∏
v=1

(x− xv)`v ,

where 0 = x0 < x1 < x2 < · · · < xm < 1 = xm+1, φ0(x) > 0 for x ∈ I = [0, 1]
and φ0 is twice continuously differentiable on I. In other words, φ2(x) has in I
m zeros xv, v = 1, . . . ,m of order lv, so called turning points.

We distinguish four different types of turnings points: For 1 ≤ v ≤ m

Tv =


I, if lv is even and φ2(x)(x− xv)−lv < 0,

II , if lv is even and φ2(x)(x− xv)−lv > 0,

III , if lv is odd and φ2(x)(x− xv)−lv < 0,

IV , if lv is odd and φ2(x)(x− xv)−lv > 0

is called type of xv.
Specially in this paper, we suppose that `1 = 4k + 1 and `v = 4k,

v = 2, 3, . . . ,m. In other words, x1 is of type IV while x2, x3, . . . , xm are
of type II .

In order to represent the solution as an infinite product and then study the
inverse problem we use a suitable fundamental system of solutions (FSS) for
equation (2.1) as provided in [2]. Let ε > 0 be fixed, sufficiently small and
D0ε = [0, x1− ε], Dvε = [xv + ε, xv+1− ε] for 1 ≤ v ≤ m− 1, Dmε = [xm + ε, 1],
Dε =

⋃m
v=0Dvε and Ivε = Dv−1,ε ∪ [xv − ε, xv + ε] ∪Dvε.

Further we set for 1 ≤ v ≤ m

µv =
1

2 + lv
, θv =


1, µv >

1
4 ,

1− δ0, µv = 1
4 ,

4µv, µv <
1
4

and 0 < θ0 = min{θv | 1 ≤ v ≤ m}. We also denote

I+ =
{
x
∣∣ φ2(x) > 0

}
, I− =

{
x
∣∣ φ2(x) < 0

}
, ξ(x) =

{
0, x ∈ I+,
1, x ∈ I−,

φ2+(x) = max
(
0, φ2(x)

)
, φ2−(x) = max

(
0,−φ2(x)

)
,
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γv =

{
2 sin πµv

2 , Tv = II , IV ,

sinπµv, Tv = I, II ,
ϑv =

{
2, Tv = III , IV ,

1, Tv = I, II ,

K±(x) =

( ∏
xv∈(0,x)

γ−1v

)
e±ι

π
4 (ξ(x)−ξ(0)),

K∗±(x) =

( ∏
xv∈(0,x)

γ−1v

)
e±ι

π
4 (ξ(x)+ξ(0)).

Clearly,

K±(x)K∗±(x) = e±ι
π
2 ξ(x) =

{
1, x ∈ I+,
±ι, x ∈ I−.

Let

Sk =
{
ρ : arg ρ ∈

[kπ
4
,

(k + 1)π

4

]}
,

σδs =
{
ρ : arg ρ ∈

[sπ
2
− δ, sπ

2
+ δ
]}
, δ > 0,

σδ =
⋃
s

σδs , Sδk = Sk − σδ, Sδ =

1⋃
k=−2

Sδk.

It is sufficient to consider the sectors Sk and Sδk for k = −2,−1, 0, 1 only.
It is shown in [2] that for each fixed sector Sk (k = −2,−1, 0, 1) there exist

a fundamental system of solutions of (2.1) {Z1(x, ρ), Z2(x, ρ)}, x ∈ I, ρ ∈ Sk
such that the functions

(x, ρ) 7→ Zsj (x, ρ) (j = 1, 2; s = 0, 1)

are continues for x ∈ I, ρ ∈ Sk and holomorphic for each fixed x ∈ I with
respect to ρ ∈ Sk, moreover for |ρ| → ∞, ρ ∈ Sk, x ∈ Dε, j = 1, 2.

Z
(j)
1 (x, ρ) = (±ιρ)j

∣∣φ(x)
∣∣j− 1

2 (exp
(
∓ιπ

2
ξ(x)

)j
exp
(
ρ

∫ x

o

∣∣φ−(t)
∣∣ dt)

× exp
(
±
∫ x

0

∣∣φ+(t)
∣∣ dt)K±(x)κ(x, ρ),

Z
(j)
2 (x, ρ) = (∓ιρ)j

∣∣φ(x)
∣∣j− 1

2 (exp
(
∓ιπ

2
ξ(x)

)j
exp
(
−ρ
∫ x

o

∣∣φ−(t)
∣∣ dt)

× exp
(
∓
∫ x

0

∣∣φ+(t)
∣∣ dt)K∗±(x)κ(x, ρ),

W (ρ) = W
(
Z1(x, ρ), Z2(x, ρ)

)
= ∓(2ιρ)[1],

where W (f(x), g(x)) := f(x)g′(x) − f ′(x)g(x) is the Wronskian of f and g.
Note that, the choice of the root φ(x) of φ2(x) depends on the interval and has
to determined carefully. For example, in this paper, due to the type of turning
points x1 and xv, v = 2, 3, . . . ,m we have for ρ ∈ S0

φ(x) =

{|φ(x)|, x > x1,

|φ(x)|eiπ/2, x < x1.

Math. Model. Anal., 17(5):618–629, 2012.
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3 Dual Equation

Let S(x, λ) solve the second order differential equation (2.1) with initial condi-
tions

S(0, λ) = 0, S′(0, λ) = 1.

For x ∈ (0, x1), the Dirichlet problem associated (2.1) in interval [0, x] (Eq. (2.1)
with boundary conditions y(0, λ) = 0 = y(x, λ) = 0) has a countable set of
negative eigenvalues, {λn(x)}∞n=1, with the following asymptotic distribution√

−λn(x) =
nπ∫ x

0
|φ(t)| dt

+O

(
1

n

)
.

In this case, the condition S
(
x, λn(x)

)
= 0 gives, as usual,

∂S

∂x
+
∂S

∂λ
λ′n = 0,

and differentiating again

∂2S

∂x2
+ 2

∂2S

∂x∂λ
λ′n +

∂2S

∂λ2
(λ′n)2 +

∂S

∂λ
λ′′n = 0. (3.1)

The first term in (3.1) is zero at (x, λn(x)) by (2.1). So we have

2
∂2S

∂x∂λ
λ′n +

∂2S

∂λ2
(λ′n)2 +

∂S

∂λ
λ′′n = 0. (3.2)

For x ∈ (xv, xv+1), v = 1, 2, . . . ,m, the spectrum {λn} of the similar Dirich-
let boundary value problem consist of two sequences of negative, unv(x), and
positive, rnv(x), eigenvalues: {λn(x)} = {unv(x)}∪{rnv(x)}, n ∈ N, such that√

unv(x) =
nπ − π/4∫ x
x1
|φ(t)| dt

+O

(
1

n

)
,

√
−rnv(x) = − nπ − π/4∫ x1

0
|φ(t)| dt

+O

(
1

n

)
.

Also, from the conditions

S
(
x, unv(x)

)
= 0, S

(
x, rnv(x)

)
= 0,

we have

2
∂2S

∂x∂λ
u′nv +

∂2S

∂λ2
(u′nv)

2 +
∂S

∂λ
u′′nv = 0,

2
∂2S

∂x∂λ
r′nv +

∂2S

∂λ2
(r′nv)

2 +
∂S

∂λ
r′′nv = 0. (3.3)

Now, since by Halvorsen’s result [6], the solution S(x, λ) is an entire function
of λ for each fixed x ∈ [0, 1], thus it follows from the classical Hadamard’s
factorization theorem (see [12, p. 24]) that such solution is expressible as an
infinite product.
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For fixed x ∈ (0, x1) we have (see [16])

S(x, λ) =
1

2ρ

∣∣φ(x)φ(0)
∣∣− 1

2 eρ
∫ x
0
φ(t) dtEk(x, ρ) = h(x)

∞∏
n=1

(
1− λ

λn(x)

)
, (3.4)

where h(x) is a function independent of λ but may depend on x and

h1(x) =
∣∣φ(x)φ(0)

∣∣− 1
2R−(x) = h(x)

∏ −z2k
λk

also R−(x) =
∫ x
0

√
max{0,−φ2(t)} dt and zk = kπ

R−(x) . Then

h(x) =
∣∣φ(x)φ(0)

∣∣− 1
2R−(x)

∏ −λk
z2k

. (3.5)

Similarly, for the case xv < x < xv+1 we have

S(x, λ) = g(x)
∏
n≥1

(
1− λ

rnv(x)

)(
1− λ

unv(x)

)
(3.6)

with

g(x) =
π

8

∣∣ϕ(x)
∣∣− 1

2
∣∣ϕ(0)

∣∣ 12 (R−(x1)R+(x)
) 1

2 csc
πµ1

2
cscπµ2 · · · cscπµv

×
∏ R2

+(x)λ+n (x)

j̃2k

∏ R2
−(x1)λ−n (x)

j̃2k
. (3.7)

Now if we make use of the above infinite product forms of S(x, ρ), (3.4) for
0 < x < x1, substitute in (3.2) and (3.6) for xv < x < xv+1, substitute in (3.3)
we will obtain Dual equation of (2.1). Indeed we need the various derivatives of
S(x, ρ) at the points (x, λn(x)) for 0 < x < x1 and at the points (x, unv(x)) and

(x, rnv(x)) for xv < x < xv+1. We calculate ∂S
∂λ , ∂2S

∂λ2 and ∂2S
∂x∂λ at the points

(x, λn(x)) by using ( 3.4). In forming ∂2S
∂x∂λ the interchange of summation and

differentiation in
d

dx

∑
log

(
1− λ

λk(x)

)
,

will be valid if the differentiated series∑
k 6=n

−λnλ′k(x)

(λk(x)− λn)λk(x)
,

is uniformly convergent. According to [7, Lemma 4.21] the above series is
uniformly convergent. We define Fn by

Fn = Fn
(
x, λn(x)

)
=

∏
k 6=n, 1≤k

(
1− λn(x)

λk(x)

)
.

Since
∂S

∂λ
= h

∞∑
i=1

−1

λi(x)

∏
k 6=n, 1≤k

(
1− λ

λk(x)

)
,

Math. Model. Anal., 17(5):618–629, 2012.
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we have

∂S

∂λ
(x, λn) =

−hFn
λn(x)

,

∂2S

∂λ2
(
x, λn(x)

)
=

2hFn
λn(x)

∑
i6=n, 1≤i

1

λi

(
1− λn(x)

λi(x)

)−1
,

∂2S

∂λ∂x
=
−h′(x)Fn
λn(x)

+
h(x)λ′nFn

λ2n
− h(x)Fn

∑
i6=n, 1≤i

λ′i
λ2i

(
1− λn(x)

λi(x)

)−1

− h(x)λ′nFn
λn

∑
i 6=n, 1≤i

1

λi

(
1− λn(x)

λi(x)

)−1
.

Placing these terms in to (3.2) we obtain

λ′′n +
2h′λ′n
h

+ 2λλ′n
∑

i6=n, 1≤i

λ′i
λ2i

(
1− λn(x)

λi(x)

)−1
− 2

(λ′n)2

λn
= 0.

Dividing the above equation by λ′n and integrating from a fixed point α 6= 0
up to x, 0 < x < x1, we obtain

λ′n(x) =
λ2n(x)λ′n(α)h2(α)

λ2n(α)h2(x)
e−2Sn(x,λn), (3.8)

where

Sn(x, λn) =
∑
i 6=n

∫ x

α

λ′iλn
λi

(λi − λn)−1,

and h(x) is determined in (3.5).
As before, for the case xv < x < xv+1, we calculate the various derivatives

of S(x, ρ) and evaluate these at the fixed points (x, unv(x)). Since, similarly,
the series ∑

k 6=n

−unvu′kv(x)

(ukv(x)− unv)ukv(x)
,

is uniformly convergent, we obtain ∂2S
∂λ∂x from (3.6) in terms of unv and rnv.

Suppose

Gn(x, λ) =
∏

k 6=n, 1≤k

(
1− λ

ukv(x)

)
, Hn(x, λ) =

∏
1≤k

(
1− λ

rkv(x)

)
.

Then

Gn = Gn
(
x, unv(x)

)
=

∏
k 6=n, 1≤k

(
1− unv(x)

ukv(x)

)
,

Hn = Hn

(
x, unv(x)

)
=
∏
1≤k

(
1− unv(x)

rkv(x)

)
,
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so that ∏
k 6=i, 1≤k

(
1− unv(x)

rkv(x)

)
= Hn

(
1− unv

riv

)−1
.

We have

∂S

∂λ
(x, unv) =

−g(x)HnGn
unv(x)

,

∂2S

∂λ2
(
x, unv(x)

)
=

2gHnGn
unv(x)

∑
1≤i

1

riv(x)− unv(x)

+
2gHnGn
unv(x)

∑
1≤i, i 6=n

1

uiv(x)− unv(x)
,

∂2S

∂λ∂x

(
x, unv(x)

)
=
−g′(x)HnGn

unv(x)
+
g(x)HnGnu

′
nv

unv

( 1

unv

−
∑
1≤i

1

riv(x)− unv(x)
−

∑
1≤i, i 6=n

1

uiv(x)− unv(x)

)
− g(x)HnGn

(∑
1≤i

r′iv
riv

(
riv(x)−unv(x)

)−1−∑
1≤i, i 6=n

u′iv
uiv

(
uiv(x)−unv(x)

)−1)
.

Placing these terms into (3.3) we obtain

u′′nv +
2g′u′nv
g

+ 2unvu
′
nv

{ ∑
1≤i, i 6=n

u′iv
uiv

(
uiv(x)− unv(x)

)−1
+
∑
1≤i

r′iv
riv

(
riv(x)− unv(x)

)−1}− 2
(u′nv)

2

unv
= 0. (3.9)

Similarly for negative eigenvalues, rnv(x) we get

r′′nv +
2g′r′nv
g

+ 2rnvr
′
nv

{ ∑
1≤i, i 6=n

r′iv
riv

(
riv(x)− rnv(x)

)−1
+
∑
1≤i

u′iv
uiv

(
uiv(x)− rnv(x)

)−1}− 2
(r′nv)

2

rnv
= 0. (3.10)

Dividing the equation (3.9) by u′nv, the equation (3.10) by r′nv and integrating
from x, xv < x < xv+1, up to α 6= xv+1, we deduce

u′nv(x) =
u2nv(x)u′nv(α)g2(α)

u2nv(α)g2(x)
e2Tn(x,unv,rnv),

r′nv(x) =
r2nv(x)r′nv(α)g2(α)

r2nv(α)g2(x)
e2Tn(x,unv,rnv), (3.11)

where

Tn(x, unv, rnv) =
∑
i 6=n

α∫
x

u′ivunv
uiv

(uiv−unv)−1 dv+
∑
i

α∫
x

r′ivunv
riv

(riv−unv)−1 dv,

(3.12)

Math. Model. Anal., 17(5):618–629, 2012.
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g(x) is determined in (3.7) and the variables in (3.12) are dropped for brevity.
The system of equations (3.8) and (3.11) is dual to original equation (2.1) and
involves only the functions λn(x), unv(x) and rnv(x).

4 Inverse Problem

We now proceed with the solution of the inverse problem. We study the relation
between the eigenvalues and the potential function.

Theorem 1. Let λn(x) be the eigenvalues of the Dirichlet problem (2.1) on
[0, x], for fixed 0 < x < x1. Then

a) σ1(x) =

∞∑
k=1

1

λn(x)
=

∫ x

0

1

h2(t)

∫ t

0

φ2(v)h2(v) dv dt, (4.1)

b) q(x) =

(
φ(x)− σ′′1

2σ′1

)2

+

(
φ(x)− σ′′1

2σ′1

)′
, (4.2)

where h(x) is determined in (3.5).

Proof. a) For fixed 0 < x < x1, if S(x, λ) in (3.4) is logarithmical differentiated,
then

− ∂

∂λ
logS(x, λ) =

∞∑
k=1

1

λk − λ
=

∞∑
k=1

∞∑
m=0

λm

λm+1
k

,

provided that |λ| < |λ1|. The last series is absolutely convergent because∑ 1

|λk − λ|
≤
∑ 1

|λk| − |λ|
=
∑

O

(
1

k2

)
,

thus we can interchange the order of summation. Put

∞∑
k=1

1

λm+1
k

= σm+1,

and interchange the order of summation. Then

− ∂

∂λ
S(x, λ) = S(x, λ)

∞∑
m=0

σm+1λ
m.

Replace S(x, λ) on each side by

S(x, λ) = a0(x) + a1(x)λ+ a2(x)λ2 + · · · . (4.3)

Multiply out the product on the right and equate coefficients of the various
powers of λ in the identity. Thus we obtain the system of equations

−a1(x) = a0(x)σ1 (4.4)

−2a2(x) = a0(x)σ2 + a(x)σ1

· · ·
−nan(x) = a0(x)σn + a1(x)σn−1 + · · ·+ an−1(x)σ1.
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From (3.4) and (4.3) we have S(x, 0) = h(x) = a0(x). Using the expansion of
S(x, λ) in (2.1) we get

a′′0 + λ′′1 + · · ·+
(
λφ2(x)− q(x)

)
(a0 + a1λ+ · · · ) = 0.

Consequently, by equating coefficients of the various powers of λ we obtain

a′′0 − qa0 = 0

a′′1 + φ2(x)a0 − a1q(x) = 0 (4.5)

a′′2 + φ2(x)a1 − a2q(x) = 0

· · ·

Placing (4.4) in (4.5) and using a′′0 = qa0 we deduce

a20σ
′′
1 + 2a0a

′
0σ
′
1 − φ2(x)a20 = 0, (4.6)

or
d

dx

(
a20σ
′
1

)
= φ2(x)a20.

Integrating this over [0, x], nothing that ai(0) = 0, we see that, after another
integration and use of the fact that σ1(0) = 0 and a0 = h, (4.1) holds.

b) From (4.6) we write

σ′′1 + 2
a′0
a0
σ′1 − φ2(x) = 0.

Consequently (
a′0
a0

)′
=

(
φ2(x)− σ′′1

2σ′1

)′
,

whence

q(x) =
a′′0
a0

=

(
a′0
a0

)′
+

(
a′0
a0

)2

=

(
φ2(x)− σ′′1

2σ′1

)′
+

(
φ2(x)− σ′′1

2σ′1

)2

, 0 < x < x1. ut

Applying arguments similar to above, we deduce the following theorem for
xv < x < xv+1.

Theorem 2. Let the sequence unv(x) represent the positive eigenvalues and
rnv(x) the negative eigenvalues of the Dirichlet problem (2.1) on [0, x] for fixed
xv < x < xv+1, v = 1, 2, . . . ,m. Then

a) Λ1(x) =

∞∑
k=1

[
1

ukv(x)
+

1

rkv(x)

]
= Λ1(xv+1)−

∫ xv+1

x

1

g2(t)

∫ t

xv

φ2(v)g2(v) dv dt, (4.7)

b) q(x) =

(
φ2(x)− Λ′′1

2Λ′1

)2

+

(
φ2(x)− Λ′′1

2Λ′1

)
, (4.8)

where g(x) is determined in (3.7).
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5 Conclusions

In recent years there appeared many new areas for applications of inverse
Sturm–Liouville problems. For example, discontinuous inverse problems ap-
pear in electronics for constructing parameters of heterogeneous electronic lines
with desirable technical characteristics. In most papers the inverse problem was
studied in the case that the weight function φ2(x) does not change sign. But
many further applications connect with differential equation of the form (2.1)
with turning points. For example, turning points connect with physical situ-
ations in which zeros correspond to the limit of motion of a wave mechanical
particle bound by a potential field [4]. In this paper, the weight function
changes sign and has zeros. The potential function was obtained in terms of
trace functions σ1(x) and Λ1(x) which are defined in (4.1) and (4.7) respec-
tively. On the other hand in one turning point case, the solution can be ob-
tained by using conditions of the problem, without any additional effort. Here,
in the case of multiple turning points, we should apply matching process for
obtaining the solution, infinite product of the solution and solving m+ 1 dual
equations. In fact, beginning from the last interval, in interval Dm,ε the set
of positive and negative eigenvalues {un,m}∞n=1 ∪ {rn,m}∞n=1 can be obtained
by solving the corresponding dual equations (3.11) with the given spectrum
un,m(1) = un and rn,m(1) = rn, n = 1, 2, . . . as an initial conditions. For
intervals Dv,ε, v = 0, 1, . . . ,m− 1 the set of eigenvalues are the solutions of the
dual equations with initial conditions un,v(xv+1) = limx→xv+1

un,(v+1)(x) and
rn,v(xv+1) = limx→xv+1

rn,(v+1)(x) where v = 1, 2, . . . ,m− 1, n = 1, 2, . . . .
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