A Numerical Method for a Stefan-Type Problem
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Abstract. A Stefan-type problem is considered. This is an initial-boundary value problem on a composite domain for a parabolic reaction-diffusion equation with a moving interface boundary. At the moving boundary between the two subdomains, an interface condition is prescribed for the solution of the problem and its derivatives. A finite difference scheme is constructed that approximates the initial-boundary value problem. An iterative Newton-type method for the solution of the difference scheme and a numerical method for the analysis of the errors of the computed discrete solutions are both developed.
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1 Introduction

The drying of granular materials is a high intensity process that is widely used in the food and pharmaceutical industry, in chemical technology and in other manufacturing processes [3, 5]. During the high temperature drying of granules in hot air flow, their heat and moisture undergo change through a wide range [4]. The distributions of moisture content and temperature, which depend
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on both the drying regime and material properties, define the kinetics of any associated chemical reactions \[13\].

The sharpest changes in the particle radius are observed under moisture evaporation during the boiling regime \[12\]. Consequently this stage is critical in the drying process and influences the properties of the final product. In the mathematical model, this drying stage is described by a Stefan-type problem; a description of a similar problem appears in \[10\]. In addition to the distributions of moisture content and temperature, one must find the position of the boiling front, i.e., the interface boundary between the dry and wet parts of the particle (the interface Stefan boundary) \[12\].

Stefan problems are nonlinear problems that lead to significant difficulties when constructing numerical methods for their solution; see, e.g., \[1, 9\] and its bibliography. One observes already that in the case of problems posed on composite domains with moving interface boundary — unlike problems with stationary interface boundaries — that the use of traditional grid approximations for the problem leads in general to large errors in the computed solutions (see, e.g., \[11, Ch. 9\]).

In the present paper we formulate a nonstandard Stefan-type mathematical problem with a moving interface boundary, and construct a finite difference scheme for its solution. When constructing the finite difference scheme, whenever a moving boundary is present we introduce a change of variables that transforms the original problem into a problem with stationary interface for which a grid approximation is constructed. On the temporal intervals where the interface boundary absents, the differential problem is approximated by a classical difference scheme (see, e.g., \([9]\)).

The summary of the paper is the following. The formulation of the initial-boundary value problem and the aims of our research are given in Section 2. To construct our finite difference scheme we use a form of domain decomposition. On the subdomain that includes the moving interface boundary, a suitable change of coordinates transforms the original problem into a problem with a stationary interface boundary but with moving lateral boundaries (Section 3). Then in these new variables, monotone grid approximations are constructed (Section 4). On that part of domain without any moving interface boundary, we construct a monotone grid approximation using the original variables. These approximations yield a difference scheme in the original variables (Section 5). Note that this difference scheme is nonlinear on the subdomain where a stationary interface boundary appears. A technique to analyze the convergence of the difference scheme, which is based on the discrete solution on a fine grid, is described in Section 6. An iterative method for solving this difference scheme is constructed in Section 7. For construction of a difference scheme when an interface boundary is present, one uses grid approximations of the differential problem written in the new variables (see Sections 3, 4); some motivation for this approach is given in Section 8. In the same section the technique proposed in Section 6 for the analysis of convergence of our difference scheme is also discussed.
2 Problem Formulation. Aim of the Research

We formulate a nonstandard Stefan-type problem in the case when the interface boundary between subdomains has points in common with the domain boundary. Consider the problem with the moving interface boundary on the set $\overline{G}$ where

$$\overline{G} = \overline{G}_{(2.1)} = \overline{D} \times [0, T], \quad \overline{G} = G \cup S; \quad S = S^l \cup S^r \cup S_0. \quad (2.1a)$$

Here $\overline{D} = [0, 1]$, $S$ is the domain boundary, $S^l$, $S^r$ and $S_0$ are the left, right and lower parts of the boundary $S$, and $S_0 = \overline{S}_0$. Define the domains $G_1$ and $G_2$ by

$$G_1 = \{(x, t): 0 < x < s(t), \quad 0 < t \leq T\},$$
$$G_2 = \{(x, t): s(t) < x < 1, \quad 0 < t \leq T\}, \quad (2.1b)$$

where $s(t)$ is a continuous function with $0 \leq s(t) \leq 1, \quad 0 \leq t \leq T$. Moreover,

$$0 < s(t) < 1 \quad \text{for} \quad t_1 < t < t_2; \quad s(t_1) = 1, \quad t \leq t_1;$$
$$s(t) = 0, \quad t \geq t_2; \quad 0 < t_1, t_2 < T.$$

Thus, $\overline{G}_1 = 0, \quad t > t_2, \quad \overline{G}_2 = 0, \quad t < t_1$. We have

$$\overline{G} = \overline{G}_1 \cup \overline{G}_2, \quad \overline{G}_1 \cap \overline{G}_2 = \overline{S}_{int}. \quad (2.1c)$$

Here

$$\overline{G}_i = G_i \cup S_i, \quad S_i = S_i^l \cup S_i^r \cup S_{it_{i-1}}, \quad i = 1, 2; \quad (2.1d)$$
$$S_{int} = \{(x, t): x = s(t), \quad t_1 < t \leq t_2\},$$

the set $S_{int}$ is the interface boundary between the subdomains $G_1$ and $G_2$; $t_0 = 0, S_{1t_0} = S_{10} = S_0, S_{2t_1} = \{(x, t) = (1, t_1)\}$.

It is required to find the functions $s(t)$ for $t \in [0, T]$ and $u_i(x, t)$ for $(x, t) \in \overline{G}_i$, where $i = 1, 2$, such that the following equations are satisfied:

$$L_i(2.2) \quad u_i(x, t) = 0, \quad (x, t) \in G_i,$$
$$u_1(x, t) = \varphi(x), \quad (x, t) \in S_0,$$
$$l^1 u_1(x, t) = 0, \quad 0 < t < t_2,$$
$$l^1 u_2(x, t) = 0, \quad t_2 < t \leq T \quad \bigg\}, \quad (x, t) \in S^l,$$
$$l^r u_1(x, t) = \psi(t), \quad 0 < t < t_1,$$
$$l^r u_2(x, t) = \psi(t), \quad t_1 < t \leq T \quad \bigg\}, \quad (x, t) \in S^r,$$
$$l^{int} (u_1, u_2; x, t) = 0, \quad t_1 < t < t_2,$$
$$u_1(x, t) = u_2(x, t) = 0, \quad t_1 \leq t \leq t_2 \quad \bigg\}, \quad (x, t) \in \overline{S}_{int}; \quad i = 1, 2. \quad (2.2)$$

Here

$$L_i(2.2) \quad u_i(x, t) \equiv a_i^2 \frac{\partial^2}{\partial x^2} u_i(x, t) - \frac{\partial}{\partial t} u_i(x, t),$$
$$l^1 u_i(x, t) \equiv \frac{\partial}{\partial x} u_i(x, t), \quad l^r u_i(x, t) \equiv \frac{\partial}{\partial x} u_i(x, t) + u_i(x, t),$$

\[ \int_{\text{int}}(u_1, u_2; x, t) \equiv \frac{\partial}{\partial x} u_2(x, t) - \frac{\partial}{\partial x} u_1(x, t). \]

The data of the problem (2.2), (2.1) are assumed to satisfy the condition

\[ \varphi(x) < 0, \quad \frac{\partial}{\partial x} \varphi(x) \geq 0, \quad x \in [0, 1], \quad \psi(t) > 0, \quad 0 \leq t \leq T, \quad (2.3) \]

and the functions \( \varphi(x) \) and \( \psi(t) \) are assumed to be sufficiently smooth.

By a solution of the Stefan-type problem (2.2), (2.1) we mean the function \( s(t) \) (for \( t \in [0, T] \)) that defines the interface boundary \( S_{\text{int}} \) and also the functions \( u_i(x, t) \) (for \( (x, t) \in G_i \)) with \( i = 1, 2 \) that satisfy the differential equations on the sets \( G_i \), the boundary conditions on the set \( S \) and the interface conditions on the interface boundary \( S_{\text{int}} \). Note that the functions \( u_i(x, t) \), \( (x, t) \in G_i \), which are continuous, satisfy the condition

\[ u_1(x, t) \leq 0, \quad (x, t) \in G_1, \quad \text{and} \quad u_2(x, t) \geq 0, \quad (x, t) \in G_2. \]

Define the function \( u(x, t), (x, t) \in G \), to be equal to the functions \( u_i(x, t) \) on the subsets \( G_i \), \( i = 1, 2 \), respectively. We say that \( u \) is the solution of the Stefan-type problem.

The problem (2.2), (2.1) describes the high intensity drying process of wet granular materials in a hot air flow. At the advanced (main) stage of such a process, moisture is removed in the boiling regime, when the interior part of the particle is still wet (at a temperature not exceeding the boiling point) but the exterior part is already dry (at a temperature above boiling point). On the interface boundary, i.e., on the set \( S_{\text{int}} \), the moisture concentration and temperature equal to zero and the boiling temperature, i.e., the corresponding functions \( u_1(x, t) \) and \( u_2(x, t) \) for \( (x, t) \in S_{\text{int}} \) take prescribed values. Moreover, on the interface boundary the conservation law is fulfilled, i.e., the heat flow to the boundary caused by heat conduction is consumed for evaporation of moisture incoming to the boundary due to diffusion. Here \( n = \partial / \partial x \) in the flow of heat and moisture are defined by the derivatives \( (\partial / \partial x) u_2(x+0, t) \) and \( (\partial / \partial x) u_1(x-0, t) \), respectively. A physical model corresponding the problem (2.2), (2.1), (2.3) is discussed also in 8.1 in Section 8.

Note that various types of such conditions are formulated in mathematical models describing flows in porous media (including the discontinuous solutions on interfaces); see, e.g., [2] in the case of the stationary interface boundary.

Our problem (2.2), (2.1) differs from the classical Stefan problem, where the interface condition also involves an additional term that is the product of the latent heat \( H \) and the derivative \( \frac{d}{dt} s(t) \). This difference makes our problem significantly more difficult to solve numerically.

We shall construct a numerical method for the solution of the problem (2.2), (2.1) that converges in the maximum norm.

Note that the solution of the problem (2.2), (2.1) has specific singularities that must be taken into account when constructing a robust numerical method. Most significant from them are following:

- Nonlinearities caused by the presence of a moving interface boundary (the boiling front) separating the wet and dry parts of the domain;
\begin{itemize}
\item The complicated behaviour of the problem solution in a neighbourhood of the boiling front at the moments of the appearance and disappearance of this front — in particular the velocity of the moving boiling front becomes infinite at the moment of its disappearance.
\end{itemize}

Even nonlinearity of the problem leads to serious difficulties in constructing difference schemes convergent in the maximum norm and justification of their convergence. In the paper, numerical method for solving this problem is considered; theoretical justification of its convergence is not discussed. However, numerical experiments (see 8.3 in Section 8), and also analysis of convergence of the difference scheme (see Section 6) in the iterative numerical method for solving the nonlinear discrete problem (see Section 7) demonstrate convergence of the constructed method in the maximum norm with order of the convergence rate close to one in \( x \) and \( t \) (see discussions in 8.4 in Section 8).

3 \textbf{Reduction of the Problem (2.2), (2.1) to the Problem with the Stationary Interface Boundary for} \( t \in [t_1, t_2] \)

Construction of numerical methods is simplified in the case when boundaries between subdomains are stationary. In the case of the Stefan problem a finite difference scheme can be written out sufficiently simple in a neighbourhood of the interface boundary when this boundary is stationary. On the set \( \mathcal{G} \) for \( t \in [t_1, t_2] \), i.e., on the set

\[
\mathcal{G}_{(3.1)} = \mathcal{G}_{[t_1, t_2]} = \mathcal{G}_{(2.1)} \cap \{ [t_1, t_2] \},
\]

we pass from the variables \( x, t \) to the new variables \( \xi, t \)

\[
\xi = \xi(x, t) = a_i^{-1}(x - s(t)), \quad (x, t) \in \mathcal{G}_i, \ t \in [t_1, t_2], \ i = 1, 2,
\]

for which the interface boundary of subdomains becomes stationary [11]. In the new variables, the sets \( \mathcal{G}_i \) for \( t \in [t_1, t_2] \) transform into the sets \( \mathcal{G}_i \), the functions \( u_i(x, t) \) transform into the functions \( \tilde{u}_i(\xi, t) \), and the boundary \( x = s(t) \) for \( t_1 \leq t \leq t_2 \) transforms into the boundary \( \xi = \xi(t) = 0 \) for \( t_1 \leq t \leq t_2 \); the set \( \mathcal{G} = \mathcal{G}_{(3.1)} \) transforms into the set \( \mathcal{G} \). As a result, we have

\[
\tilde{u}_i(\xi, t) = u(x(\xi, t), t), \quad (\xi, t) \in \mathcal{G},
\]

\[
\tilde{u}_i(x, t) = u(x(\xi, t), t), \quad (\xi, t) \in \mathcal{G}_i, \quad i = 1, 2.
\]

Here

\[
\mathcal{G} = \tilde{G} \cup \tilde{\mathcal{S}}, \quad \tilde{G} = \tilde{G}_1 \cup \tilde{G}_2, \quad \mathcal{G}_1 \cap \mathcal{G}_2 = \mathcal{S}_{int},
\]

\[
\mathcal{G}_i = \{(\xi, t): \xi = \xi(x, t), \ t \in [t_1, t_2], \ (x, t) \in \mathcal{G}_i\},
\]

\[
\tilde{G}_i = \tilde{G}_i \cup \tilde{\mathcal{S}}_i, \quad \tilde{\mathcal{S}}_i = \tilde{\mathcal{S}}_i \cup \tilde{\mathcal{S}}_i \cup \tilde{\mathcal{S}}_{int}, \quad i = 1, 2;
\]

\[
\tilde{\mathcal{S}}_{int} = \{(\xi, t): \xi = 0, \ t_1 < t \leq t_2\}.
\]

\footnote{Here and further in the paper \( \{ [t_*, t^*] \} \equiv \{ (x, t): x \in \mathcal{D}, \ t \in [t_*, t^*] \}, t_*, t^* \in [0, T] \).}
where \( \{(\xi, t) : \xi \in [-1/a_1, 0], t = t_1 \} \), \( \bar{S}_{2t_1} = \bar{S}_{2t_2} = \{(\xi, t) = (0, t_1)\}; \bar{S}_1 = \overline{\bar{S}_2} = \bar{S}_{int} \).

For \( t \in [t_1, t_2] \) the problem (2.2), (2.1) in the new variables transforms into the problem

\[
\begin{align*}
\tilde{L}_{i(3.3)} \tilde{u}_i(\xi, t) = 0, & \quad (\xi, t) \in \tilde{G}_i, \quad (3.3) \\
\tilde{u}_1(\xi, t) = \tilde{\varphi}_{t_1}(\xi), & \quad \xi \in [-\frac{1}{a_1}, 0] \\
\tilde{u}_2(\xi, t) = \tilde{\varphi}_{t_1}(\xi), & \quad \xi = 0 \\
\tilde{L}^l \tilde{u}_1(\xi, t) = 0, & \quad t \in (t_1, t_2], \quad (\xi, t) \in \tilde{S}_1^l, \\
\tilde{L}^r \tilde{u}_2(\xi, t) = \psi(t), & \quad t \in (t_1, t_2], \quad (\xi, t) \in \tilde{S}_2^r, \\
\tilde{F}^{int}(\tilde{u}_1, \tilde{u}_2; \xi, t) = 0, & \quad t_1 < t < t_2 \\
\tilde{u}_1(\xi, t) = \tilde{u}_2(\xi, t) = 0, & \quad t_1 \leq t \leq t_2 \}
\end{align*}
\]

Here

\[
\begin{align*}
\tilde{L}_{i(3.3)} \tilde{u}_i(\xi, t) & = \frac{\partial^2}{\partial \xi^2} \tilde{u}_i(\xi, t) + a_i^{-1} \frac{d}{dt} s(t) \frac{\partial}{\partial \xi} \tilde{u}_i(\xi, t) - \frac{\partial}{\partial t} \tilde{u}_i(\xi, t), \\
\tilde{L}^l \tilde{u}_1(\xi, t) & = a_1^{-1} \frac{\partial}{\partial \xi} \tilde{u}_1(\xi, t), \quad \tilde{L}^r \tilde{u}_2(\xi, t) = a_2^{-1} \frac{\partial}{\partial \xi} \tilde{u}_2(\xi, t) + \tilde{u}_2(\xi, t), \\
\tilde{F}^{int}(\tilde{u}_1, \tilde{u}_2; \xi, t) & = a_2^{-1} \frac{\partial}{\partial \xi} \tilde{u}_2(\xi, t) - a_1^{-1} \frac{\partial}{\partial \xi} \tilde{u}_1(\xi, t); \\
\tilde{\varphi}_{t_1}(\xi) & = u_1(\xi(x, t_1), t_1 - 0), \quad (x, t_1) \in \tilde{G}_1.
\end{align*}
\]

It is obvious that the solution of the problem (3.3), (3.2) is a pair \((\tilde{u}(\xi, t), s(t))\). This problem has sufficiently simple conjunction conditions on the interface boundary, moreover, this interface boundary is stationary. But new problem has somewhat more complicated differential equations as compared with the problem (2.2), (2.1) because convective terms appear in the equations. The lateral boundaries of the set \(\tilde{G}\) become curvilinear.

4 Difference Schemes on Subdomains for the Problem (2.2), (2.1)

We construct a difference scheme for the problem (2.2), (2.1) on the set \(\tilde{G}\), considering corresponding grid approximations of the problem on the temporal intervals \([0, t_1]\), \([t_1, t_2]\) and \([t_2, T]\). Note that for \( t \leq t_1 \) and \( t \geq t_2 \) the problem (2.2), (2.1) is a standard problem for a parabolic equation on a homogeneous domain.

4.1. We construct a grid approximation of the problem (2.2), (2.1) on the subset in \(\bar{G}\) for \( t \leq t_1 \):

\[
\tilde{G}_{(4.1)} = \tilde{G}_{[0, t_1]} \equiv \tilde{G}_{(2.1)} \cap \{[0, t_1]\}. \quad (4.1)
\]
On the set $\mathcal{G}_{(2,1)}$ we introduce the rectangular (basic grid)

$$
\mathcal{G}_h = \mathcal{W} \times \mathcal{W}_0,
$$

(4.2)

where $\mathcal{W}$ and $\mathcal{W}_0$ are meshes on the intervals $[0, 1]$ and $[0, T]$, respectively; the mesh size in $\mathcal{W}$ is $h$, the mesh size in $\mathcal{W}_0$ is $h_0$; $h = N^{-1}$, $h_0 = T N_0^{-1}$. Here $N + 1$ and $N_0 + 1$ are the numbers of nodes in the meshes $\mathcal{W}$ and $\mathcal{W}_0$, respectively. Set $\mathcal{G}_h = G_h \cup S_h$, $S_h = S_l^h \cup S_r^h \cup S_0^h$, where $G_h = G \cap \mathcal{G}_h$, $S_h = S \cap \mathcal{G}_h$, $S_r^h$, $S_l^h$ and $S_0^h$ are the left, right and lower parts of the grid boundary, respectively.

We approximate the subproblem (2.2), (2.1), (4.1) on the following grid in $\mathcal{G}_h$ for $t \in [0, t_1^\tau]$:

$$
\mathcal{G}_{(1)}^{(4.3)} = \mathcal{G}_{(4.2)}^{(4.3)} \cap \{ [0, t_1^\tau] \},
$$

(4.3)

$$
\mathcal{G}_{(1)}^{(1)} = \mathcal{G}_{(1)}^{(1)} \cup S_{(1)}^{h}, \quad S_{(1)}^{h} = S_l^{(1)} \cup S_r^{(1)} \cup S_0^{(1) h},
$$

where the value $t_1^\tau$, which approximates the value $t_1$, is specified below.

When constructing difference schemes, we use monotone difference approximations of differential equations and boundary conditions [9]. For the problem (2.2), (2.1) on the set $\mathcal{G}_{(4.1)}^{(1)}$, we consider the difference scheme on the grid $\mathcal{G}_{(1)}^{(1)} = \mathcal{G}_{(1)}^{(1) \cup (4.3)}$:

$$
A_{1(4.4)} z_1(x, t) = 0, \quad (x, t) \in (G_{(1)}^{(1) h}),
$$

$$
\begin{align*}
\begin{aligned}
&z_1(x, t) = \varphi(x), \quad (x, t) \in \mathcal{S}_{(1)}^{(1) h}, \\
&\lambda^l_{1(4.4)} z_1(x, t) = 0, \quad (x, t) \in \mathcal{S}_{(1)}^{(1) l}, \\
&\lambda^r_{1(4.4)} z_1(x, t) = \psi(t), \quad (x, t) \in \mathcal{S}_{(1)}^{(1) r}.
\end{aligned}
\end{align*}
$$

(4.4a)

Here

$$
A_{1(4.4)} z(x, t) \equiv a_1^2 \delta_{xx} z(x, t) - \delta_{x} z(x, t),
$$

$$
\lambda^l_{1(4.4)} z(x, t) \equiv \delta_{x} z(x, t), \quad \lambda^r_{1(4.4)} z(x, t) \equiv (\delta_{x} + 1) z(x, t);
$$

$\delta_{xx} z(x, t)$ is the second-order difference derivative on a nonuniform grid, i.e.,

$$
\delta_{xx} z(x, t) = z_{xx}(x, t) = 2 \left( x^{i+1} - x^{i-1} \right)^{-1} \left[ \delta_{xx} z(x, t) - \delta_{x} z(x, t) \right],
$$

$$
(x, t) = (x^i, t) \in \mathcal{G}_{(1)}^{(1) h}, \quad x^{i-1}, x^i, x^{i+1} \in \mathcal{W},
$$

$\delta_{x} z(x, t)$ and $\delta_{x} z(x, t)$, $\delta_{x} z(x, t)$ are the first-order (forward and backward) difference derivatives, i.e.,

$$
\begin{align*}
\delta_{xx} z(x, t) &\equiv (x^{i+1} - x^{i-1})^{-1} \left( z(x^{i+1}, t) - z(x^{i}, t) \right), \quad (x^i, t), (x^{i+1}, t) \in \mathcal{G}_{(1)}^{(1) h}, \\
\delta_{x} z(x, t) &\equiv (x^{i} - x^{i-1})^{-1} \left( z(x^{i}, t) - z(x^{i-1}, t) \right), \quad (x^{i-1}, t), (x^{i}, t) \in \mathcal{G}_{(1)}^{(1) h}, \\
\delta_{x} z(x, t) &\equiv (t^{j} - t^{j-1})^{-1} \left( z(x^i, t^j) - z(x^i, t^{j-1}) \right), \quad (x, t), (x, t^{j-1}) \in \mathcal{G}_{(1)}^{(1) h},
\end{align*}
$$

where $(x, t) = (x^i, t^j)$. The value $t_1^\tau \in \mathcal{W}_0$ that approximates $t_1$ is defined by

$$
\begin{align*}
&z_1(x, t) \leq 0, \quad t \leq t_1^\tau, \quad z_1(x, t) > 0, \quad t > t_1^\tau, \\
&z_1(x, t) \in \mathcal{W}_0, \quad (x, t) \in \mathcal{S}_{(1)}^{(1) h}.
\end{align*}
$$

(4.4b)
The finite difference scheme for the problem (2.2), (2.1) for \( t \leq t_1 \), i.e., the scheme (4.4), (4.3), is constructed. On the set

\[
\overline{G}_{(1)} = \overline{G} \cap \{[0, \tau_1]\}
\]

(4.5)

using the function \( z_1(x,t) \) for \((x,t) \in \overline{G}_{(1)} \), we construct the bilinear interpolant

\[
\overline{z}_1(x,t), \quad (x,t) \in \overline{G}_{(1)},
\]

(4.6)

approximating the solution of the problem (2.2), (2.1) on the set \( \overline{G}_{(4,1)} \). Here and below, the first-order approximations are used to approximate boundary conditions because higher-order approximations cause difficulties for \( t = t_1 \) and \( t = t_2 \), i.e., at the moments of the appearance and disappearance of the moving interface, when, in general, \( t_i \neq \tau_i \) for \( i = 1, 2 \), (see discussions in 8.3, 8.4 of Section 8).

4.2. Now we construct a grid approximation of the problem (2.2), (2.1) for \( t_1 \leq t \leq t_2 \), approximating the problem (3.3), (3.2) in the new variables \( \xi, t \).

4.2.1. Preliminary we make some auxiliary constructs. Let a function \( s^\tau(t) \), \( t \in \overline{\omega}_0 \) be a grid approximation of the function \( s(t) \), \( t \in [0, T] \), satisfying the conditions

\[
0 \leq s^\tau(t) \leq 1, \quad t \in \overline{\omega}_0; \quad 0 < s^\tau(t) < 1, \quad t \in (\tau_1, \tau_2);
\]

\[
s^\tau(t) = 1, \quad t \in [0, \tau_1]; \quad s^\tau(t) = 0, \quad t \in [\tau_2, T]; \quad t, \tau_1, \tau_2 \in \overline{\omega}_0.
\]

We denote by \( \overline{s}^\tau(t) \) for \( t \in [\tau_1, \tau_2] \) the linear interpolant of the function \( s^\tau(t) \) for \( t \in \overline{\omega}_0 \), where \( \overline{\omega}_0 = [\tau_1, \tau_2] \cap \overline{\omega}_0 \). For the sets

\[
\overline{G}_{[\tau_1, \tau_2]}, \quad \overline{G}_{1[\tau_1, \tau_2]}, \quad \overline{G}_{2[\tau_1, \tau_2]};
\]

(4.7)

where \( \overline{G}_{[\tau_1, \tau_2]} = \overline{G}_{[\tau_1, \tau_2]} \cap \{[\tau_1, \tau_2]\} \equiv \overline{G} \cap \{[\tau_1, \tau_2]\}, \overline{G}_{i[\tau_1, \tau_2]} = \overline{G}_i \cap \{[\tau_1, \tau_2]\}, i = 1, 2 \),

we associate the sets

\[
\overline{G}^\tau, \quad \overline{G}_1^\tau, \quad \overline{G}_2^\tau, \quad \overline{G}^\tau = \overline{G} \cap \{[\tau_1, \tau_2]\}, \quad \overline{G}_i^\tau = \overline{G}_i \cap \{[\tau_1, \tau_2]\}, i = 1, 2.
\]

(4.8a)

We have

\[
\overline{G}^\tau = \overline{G}_1^\tau \cup \overline{G}_2^\tau, \quad \overline{G}_1^\tau \cap \overline{G}_2^\tau = \overline{S}^\tau_{\text{int}},
\]

(4.8b)

where \( \overline{G}^\tau = \overline{G}^\tau \cup S^\tau, \quad S^\tau = S^\tau_l \cup S^\tau_r \cup S^\tau_{\text{int}}, \quad \overline{G}_i^\tau = \overline{G}_i^\tau \cup S_i^\tau, S_i^\tau = S_i^\tau_l \cup S_i^\tau_r \cup S_i^\tau_{\text{int}}, i = 1, 2 \), the set \( \overline{S}^\tau_{\text{int}} \) is the interface boundary between subdomains \( \overline{G}_1^\tau \) and \( \overline{G}_2^\tau \); \( S^\tau_l \), \( S^\tau_r \) and \( S^\tau_{\text{int}} \) are the left, right and lower parts of the boundary \( S^\tau \), moreover, \( S_1^\tau_l = \overline{S}_1^\tau_l \); in a similar way the boundary parts \( S_1^\tau_r \) and \( S_2^\tau_{\text{int}} = \{(x, t) = (1, \tau_1)\} \) are denoted. Here

\[
G_1^\tau = \{(x, t): 0 < \overline{s}^\tau(t), t \in (\tau_1, \tau_2)\},
\]

\[
G_2^\tau = \{(x, t): \overline{s}^\tau(t) < x < 1, t \in (\tau_1, \tau_2)\},
\]

\[
S^\tau_{\text{int}} = \{(x, t): x = \overline{s}^\tau(t), t \in (\tau_1, \tau_2)\}.
\]
On the set $G^\tau$ we pass from the variables $x, t$ to the new variables $\xi, t,$ where

$$\xi = \xi(x, t) = a_i^{-1}(x - \bar{\tau}(t)), \quad (x, t) \in G^\tau, \quad t \in [t^1_i, t^2_i], \quad i = 1, 2, \quad (4.9)$$

for which the interface boundary $S_{int}^\tau$ becomes stationary. In the new variables, the sets $G^\tau_i$ transform into the sets $G_i^\tau$. We have

$$\tilde{G}^\tau = \tilde{G}^\tau \cup \tilde{S}^\tau, \quad \tilde{G}^\tau = \tilde{G}^\tau_1 \cup \tilde{G}^\tau_2, \quad \tilde{G}^\tau_1 \cap \tilde{G}^\tau_2 = \tilde{S}^\tau_{int}; \quad \tilde{G}^\tau_i = \tilde{G}^\tau_1 \cup \tilde{S}^\tau_i, \quad (4.10)$$

where

$$\tilde{S}^\tau_1 = \tilde{S}^\tau_1 \cup \tilde{S}^\tau_{int}, \quad \tilde{S}^\tau_i = \tilde{S}^\tau_i \cap \tilde{S}^\tau_{int}, \quad i = 1, 2; \quad \tilde{S}^\tau_{int} = \{(\xi, t): \xi = 0, \quad t \in (t^1_i, t^2_i)\},$$

we have

$$\tilde{S}^\tau_{1t^1_i} = \tilde{S}^\tau_{1t^1_i} = \{(\xi, t): \xi \in [-a_i^{-1}, 0], \quad t = t^1_i\},$$

$$\tilde{S}^\tau_{2t^1_i} = \tilde{S}^\tau_{2t^1_i} = \{(\xi, t) = (0, t^1_i)\}.$$

4.2.2. We construct a difference scheme on the set $\tilde{G}^\tau_{(4.10)}$ in the following way. On the strip

$$\tilde{G}^\infty = \{(\xi, t): \quad -\infty < \xi < \infty, \quad t \in [t^1_1, t^2_1]\}$$

we introduce the uniform rectangular (basic) grid $\tilde{G}^\infty = \tilde{\omega} \times \tilde{\omega}^\tau_0$, $\tilde{G}^\infty = \tilde{G}^\infty_1 \cup \tilde{S}^\infty_{t^1_1} h$, where $\tilde{\omega}$ and $\tilde{\omega}^\tau_0$ are meshes on the $\xi$-axis and the interval $[t^1_1, t^2_1]$, respectively. The mesh size in $\tilde{\omega}$ is $h_{\xi i} = N^{-1}/a_i, \quad i = 1, 2$, where $N + 1$ is the number of nodes in the mesh $\tilde{\omega}$ per unit length on the $\xi$-axis. The point $(0, t^1_1)$ belongs to the grid $\tilde{G}^\infty$. On the set $\tilde{G}^\tau_{(4.10)}$ we construct the grid

$$\tilde{G}^\tau_h = \tilde{G}^\tau_1 \cup \tilde{G}^\tau_2, \quad \tilde{S}^\tau_h = \tilde{S}^\tau_{int} \cup \tilde{S}^\tau_{int, h}. \quad \text{(4.11a)}$$

Here the sets $\tilde{G}^\tau_h$ and $\tilde{S}^\tau_h$ are, respectively, the sets of the interior and boundary nodes in the grid $\tilde{G}^\tau_h$,

$$\tilde{G}^\tau_h = \tilde{G}^\tau \cap \tilde{G}^\infty, \quad \tilde{G}^\tau_h = \tilde{G}^\tau_{1h} \cup \tilde{G}^\tau_{2h} \cup \tilde{S}^\tau_{int, h}, \quad \tilde{S}^\tau_h = \tilde{S}^\tau_{l} \cup \tilde{S}^\tau_{r} \cup \tilde{S}^\tau_{int}, \quad \tilde{S}^\tau_{t^1_1} = \tilde{S}^\tau_{t^1_1} \cup \tilde{S}^\tau_{l}; \quad \tilde{S}^\tau_{t^2_1} = \tilde{S}^\tau_{t^2_1} \cup \tilde{S}^\tau_{r}; \quad \text{(4.11b)}$$

we set $\tilde{S}^\tau_{l} = \tilde{S}^\tau_{r} \cup \{(0, t^1_1)\}$.

The sets $\tilde{G}^\tau_{i, h}$ and $\tilde{S}^\tau_{int, h}$ are nodes in the grid $\tilde{G}^\tau_h$, which belong to the sets $\tilde{G}^\tau_i$ and $\tilde{S}^\tau_{int}$, respectively, for $i = 1, 2$. Nodes of the sets $\tilde{S}^\tau_{l}$ and $\tilde{S}^\tau_{r}$ are generated by intersections of lines parallel to the $\xi$-axis that pass through nodes of the set $\tilde{G}^\tau_h$, with the sets $\tilde{S}^\tau_{l}$ and $\tilde{S}^\tau_{r}$, respectively. Nodes of the sets $\tilde{S}^\tau_{t^1_1}$ and $\tilde{S}^\tau_{t^2_1}$ are generated by intersections of lines parallel to the $t$-axis that pass through nodes of the set $\tilde{G}^\tau_h$, with the sets $\tilde{S}^\tau_{t^1_1}$ and $\tilde{S}^\tau_{t^2_1}$, respectively.

Note that the grid \( \tilde{G}_h^\tau \), as well as the set \( \tilde{G}^\tau \), is defined by the function \( s^\tau(t) \) for \( t \in \overline{\omega_0} \), which is found (together with the grid solution approximating the solution of the differential problem) when solving the difference scheme.

Let \( \tilde{z}^l(\xi, t), (\xi, t) \in \tilde{S}_h^\tau \), be some function. We denote by \( \tilde{z}^r(\xi, t) \), for \( (\xi, t) \in \tilde{S}_h^\tau \), the linear interpolant of this function constructed on the set \( \tilde{S}_h^\tau \).

We approximate differential problem (3.3), (3.2) by the following difference scheme on the grid \( \tilde{G}_h^\tau(4.11) \):

\[
\begin{align*}
\tilde{A}_{i(4.12)} \tilde{z}_i(\xi, t) &= 0, \quad (\xi, t) \in \tilde{G}_h^\tau, \\
\tilde{z}_1(\xi, t) &= \tilde{z}_1(\xi, t), \quad (\xi, t) \in \tilde{S}_i^\tau, \\
\tilde{z}_2(\xi, t) &= \tilde{z}_2(\xi, t), \quad (\xi, t) \in \tilde{S}_i^\tau, \\
\tilde{\lambda}^l_{i(4.12)} \tilde{z}_1(\xi, t) &= 0, \quad t_{i1}^1 < t < t_{i2}^1, \quad (\xi, t) \in \tilde{S}_i^\tau, \\
\tilde{\lambda}^r_{i(4.12)} \tilde{z}_2(\xi, t) &= \psi(\xi), \quad t_{i1}^2 < t \leq t_{i2}^2, \quad (\xi, t) \in \tilde{S}_i^\tau, \\
\tilde{\lambda}^{int}_{i(4.12)}(\tilde{z}_1, \tilde{z}_2; \xi, t) &= 0, \quad t_{i1}^1 < t < t_{i2}^2 \Bigg\}, \quad (\xi, t) \in \tilde{S}_i^{\text{int}, \tau}.
\end{align*}
\]

Here

\[
\begin{align*}
\tilde{A}_{i(4.12)} \tilde{z}_i(\xi, t) &= \tilde{A}_{i(4.12)}(s_h(\cdot)) \tilde{z}_i(\xi, t) \\
&= \delta_{\xi}^l \tilde{z}_i(\xi, t) + a_{i1}^{-1} \delta_t s_h(t) \delta_{\xi}^l \tilde{z}_i(\xi, t) - \delta_t \tilde{z}_i(\xi, t), \\
\tilde{\lambda}^l_{i(4.12)} \tilde{z}(\xi, t) &= a_{i1}^{-1} \delta_{\xi} \tilde{z}(\xi, t), \\
\tilde{\lambda}^{int}_{i(4.12)}(\tilde{z}_1, \tilde{z}_2; \xi, t) &= a_{i2}^{-1} \delta_{\xi} \tilde{z}_2(\xi, t) - a_{i1}^{-1} \delta_{\xi} \tilde{z}_1(\xi, t);
\end{align*}
\]

the functions \( s_h(t) \) and \( s^\tau(t) \) for \( t \in \overline{\omega_0} \) in the formulae (4.8) and (4.12a) are subjected to the relations \( s^\tau(t) = s_h(t) \) for \( \tilde{t} \leq t \) with \( \tilde{t}, t \in \overline{\omega_0} \); the function \( s_h(t) \) is found when solving the difference scheme (4.12a), (4.11); \( \delta_{\xi}^l \tilde{z}(\xi, t) \) is the second-order difference derivative, in general, on a nonuniform grid,

\[
\begin{align*}
\delta_{\xi}^l \tilde{z}(\xi, t) &= 2(\xi^{i+1} + \xi^{i-1})^{-1} \left[ \delta_{\xi} \tilde{z}(\xi, t) - \delta_{\xi} \tilde{z}(\xi, t) \right], \quad (\xi, t) \in \tilde{G}_h^\tau, \\
(\xi^{i-1}, t), (\xi^i, t), (\xi^{i+1}, t) &\in \tilde{G}_h^\tau, \quad (\xi, t) = (\xi^i, t),
\end{align*}
\]

\( \delta_{\xi} \tilde{z}(\xi, t) \) and \( \delta_{\xi} \tilde{z}(\xi, t), \delta_{\xi} \tilde{z}(\xi, t) \) are the first-order (forward and backward) difference derivatives,

\[
\begin{align*}
\delta_{\xi} \tilde{z}(\xi, t) &= (\xi^{i+1} - \xi^{i})^{-1} \left( \tilde{z}(\xi^{i+1}, t) - \tilde{z}(\xi^i, t) \right), \quad (\xi^i, t), (\xi^{i+1}, t) \in \tilde{G}_h^\tau, \\
\delta_{\xi} \tilde{z}(\xi, t) &= (\xi^i - \xi^{i-1})^{-1} \left( \tilde{z}(\xi^i, t) - \tilde{z}(\xi^{i-1}, t) \right), \quad (\xi^{i-1}, t), (\xi^i, t) \in \tilde{G}_h^\tau, \\
\delta_{\xi} \tilde{z}(\xi, t) &= (t^j - t^{j-1})^{-1} \left( \tilde{z}(\xi, t^j) - \tilde{z}(\xi, t^{j-1}) \right), \quad (\xi, t^j), (\xi, t^{j-1}) \in \tilde{G}_h^\tau, \\
(\xi, t) &= (\xi^i, t^j), \quad t^j > t^i.
\end{align*}
\]
The function $\varphi_1(\xi)$ is defined by the relation

$$
\varphi_1(\xi) = \tau_1(x(\xi,t),t-0), \quad t = t^*_1, \quad (x,t) \in \overline{G}(1),
$$

where $\overline{\tau}_1(x,t) = \overline{\tau}_1(4.6)(x,t)$, $\overline{G}(1) = \overline{G}(1)(4.5)$.

The value $t^*_2$ is specified in the following way. Let for some $t^* \in \omega_0$ with $t^* > t^*_1$, the solution of the difference scheme (4.12a), (4.11) exists under the condition $t < t^*$ and the function $s_h(t)$ satisfy the condition $s_h(t) > 0$ for $t^*_1 < t < t^*$. However, for $t = t^*$ the solution of the difference scheme (4.12a), (4.11), for which the condition $s_h(t^*) > 0$ holds, does not exist (the conjunction condition of derivatives on $\overline{S}^\tau_{int,h}$ is violated for the discrete solution under the condition $s_h(t^*) > 0$). In this case we set

$$
t^*_2 = t^*,
$$

and, moreover, we set $s_h(t^*_2) = 0$, and we take the solution of the discrete problem (4.12a), (4.11), in which the conjunction condition of derivatives on $\overline{S}^\tau_{int,h}$ is omitted, as the solution of the difference scheme for $t = t^*_2$. In nodes of the grid $\overline{G}^\tau_{h(4.11)}$, where $t^*_2 = t^*_2(4.12b)$, on the temporal level $t = t^*_2$ we have

$$
\begin{align*}
\tilde{\Lambda}_{2(4.12)} \tilde{z}_2(\xi,t) &= 0, \quad (\xi,t) \in \overline{G}^\tau_{2,h}, \\
\tilde{z}_2(\xi,\tilde{t}) &= \overline{\tau}_2(\xi,\tilde{t}), \quad (\xi,\tilde{t}) \in \overline{S}^\tau_{t^*_1,h}, \quad \tilde{t} < t, \\
\tilde{\lambda}_{2(4.12)} \tilde{z}_2(\xi,t) &= \psi(\xi), \quad (\xi,t) \in \overline{S}^\tau_{h}, \\
\tilde{z}_1(\xi,t) &= \tilde{z}_2(\xi,t) = 0, \quad (\xi,t) \in \overline{S}^\tau_{int,h}, \quad t = t^*_2.
\end{align*}
$$

We call the function $\tilde{z}_i(\xi,t)$ for $(\xi,t) \in \overline{G}^\tau_{i,h}$ with $i = 1, 2$, the solution of the difference scheme (4.12), (4.11); the function $s_h(t)$ for $t \in [t^*_1, t^*_2]$ defines the disposition of the interface boundary. The function $\tilde{z}(\xi,t)$ for $(\xi,t) \in \overline{G}^\tau_{h}$, such that $\tilde{z}(\xi,t) = \tilde{z}_i(\xi,t)$ for $(\xi,t) \in \overline{G}^\tau_{i,h}$ with $i = 1, 2$ is called also the solution of the difference scheme (4.12), (4.11).

Note that in the case when the function $s_h(t)$ for $t \in [t^*_1, t^*_2]$ is known, the difference scheme (4.12), (4.11), in which the conjunction condition of derivatives on $\overline{S}^\tau_{int,h}$ is omitted, is monotone [9].

The difference scheme (4.12), (4.11) is nonlinear. For its solving, it is convenient to apply the iterative method given in [9] for nonlinear problems. When solving the difference scheme on each temporal step, the function $s_h(t)$ with $t \in \omega_0$ is computed in the iterative process so that to satisfy the conjunction conditions on $\overline{S}^\tau_{int,h}$.

We construct an interpolant of the function $\tilde{z}(\xi,t)$ for $(\xi,t) \in \overline{G}^\tau_{h}$ on $\overline{G}^\tau$. First, using the grid values $\tilde{z}(\xi,t)$, we construct the function $\tilde{z}\tilde{z}(\xi,\tilde{t})$ on the lines $t = const$ for $t \in \overline{\omega}^\gamma_0$, which is the linear interpolant in $\xi$, extending it outside $\overline{G}^\tau$ as constants; between coordinate lines that pass through the nodes $\overline{\omega}^\gamma_0$, we construct the linear interpolant in $t$ of the function $\tilde{z}\tilde{z}(\xi,t)$. We denote by $\tilde{z}(\xi,t)$ with $(\xi,t) \in \overline{G}^\tau$ the function constructed.

For \((\xi, t) \in \overline{G}^\tau\) we return to the original variables \(x, t\):

\[
x = a_i \xi + \overline{s}_h(t), \quad (\xi, t) \in \overline{G}^\tau_i, \quad i = 1, 2,
\]

where \(\overline{s}_h(t)\) is an interpolant of the function \(s_h(t)\). Under such transformation the set \(\overline{G}^\tau_{(4.10)}\) pass into the set \(\overline{G}^{\tau \text{ inv}} = \overline{G}^\tau_{(4.8)}\), and the function \(\overline{z}(\xi, t)\), \((\xi, t) \in \overline{G}^\tau_{\tau}\) transforms into the function

\[
\overline{z}^{\text{ inv}}(x, t), \quad (x, t) \in \overline{G}^\tau.
\] (4.13)

Note that in the variables \(x, t\) the grid \(\overline{G}^\tau_{(4.11)}\) is associated with the grid \(\overline{G}^\tau_{\text{ inv}}\), and the function \(\overline{z}(\xi, t)\) for \((\xi, t) \in \overline{G}^\tau_{\tau}\) is associated with the function

\[
\overline{z}^{\text{ inv}}(x, t), \quad (x, t) \in \overline{G}^\tau_{\text{ inv}}.
\] (4.14)

4.3. We construct a grid approximation of the problem \((2.2), (2.1)\) on the set

\[
\overline{G}_{(4.16)} = \overline{G}_{[t_2, T]} = \overline{G}_{(2.1)} \cap \{[t_2, T]\}.
\] (4.16)

We approximate the subproblem \((2.2), (2.1), (4.16)\) on the grid

\[
\overline{G}_{h_{(4.17)}} = \overline{G}_{(2) h} = \overline{G}_{h_{(4.2)}} \cap \{[t_2^\tau, T]\},
\]
\[
\overline{G}_{(2) h_{(4.17)}} = G_{(2) h} \cup S_{(2) h}, \quad S_{(2) h} = S_{(2) h}^l \cup S_{(2) h}^r \cup S_{(2) h}^t.
\] (4.17)

We associate this subproblem with the difference scheme on the grid \(\overline{G}_{(2) h_{(4.17)}}\)

\[
A_{2(4.18)} z_2(x, t) = 0, \quad (x, t) \in G_{(2) h},
\]
\[
z_2(x, t) = \varphi_2(x), \quad (x, t) \in S_{(2) h_{\tau}},
\]
\[
\lambda'_{(4.4)} z_2(x, t) = 0, \quad (x, t) \in S_{(2) h}^l,
\]
\[
\lambda'_{(4.4)} z_2(x, t) = \psi(x), \quad (x, t) \in S_{(2) h}^r.
\] (4.18)

Here

\[
A_{2(4.18)} z(x, t) = a_2^2 \delta_{xx} z(x, t) - \delta_{x} z(x, t),
\]
\[
\varphi_2(x) = \overline{z}^{\text{ inv}}_{(4.13)}(x, t - 0), \quad (x, t) \in \overline{G}^\tau, \quad t = t_2^\tau.
\]

The finite difference scheme for the problem \((2.2), (2.1)\) for \(t \geq t_2^\tau\), i.e., the scheme \((4.18), (4.17)\), is constructed.

On the set

\[
\overline{G}_{(2) (4.19)} = \overline{G} \cap \{[t_2^\tau, T]\}
\] (4.19)

for the function \(z_2(x, t)\) with \((x, t) \in \overline{G}_{(2) h}\) we construct the bilinear interpolant

\[
\overline{z}_2(x, t), \quad (x, t) \in \overline{G}_{(2) (4.19)}.
\] (4.20)
5 Difference Scheme for the Problem (2.2), (2.1)

In Section 4 for the problem (2.2), (2.1) considered on subdomains, corresponding grid approximations are constructed. Subproblems on the sets \( G_{[0,t_1]} \) and \( G_{[t_2,T]} \) are approximated by the difference schemes (4.1), (4.3) and (4.18), (4.17), respectively. Using the change of variables, the subproblem on the set \( G_{[t_1,t_2]} \) is transformed into the subproblem (3.3), (3.2), which is approximated by the difference scheme (4.12), (4.11).

Thus, on the grid in \( G \):

\[
G_h = \begin{cases} 
G_1(h,4.3), & (x,t) \in G_1(1), \\
G_{\tau inv}(h,4.14), & (x,t) \in G_{\tau inv}(4.8), \\
G_2(h,4.17), & (x,t) \in G_2(4.19),
\end{cases}
\]  

(5.1)

the following grid function is defined:

\[
z^*(x,t) = \begin{cases} 
z_1(4.4)(x,t), & (x,t) \in G_1(1), \\
\z_{inv}(4.15)(x,t), & (x,t) \in G_{\tau inv}(4.14), \\
z_2(4.18)(x,t), & (x,t) \in G_2(4.17).
\end{cases}
\]  

(5.2)

We call the function \( z^*(x,t) \) for \((x,t) \in \bar{G}_h^* \) the solution of the difference scheme \{(4.4),(4.3); (4.12),(4.11); (4.18),(4.17)\}.

Using the grid solutions, the interpolants \( \zbar_1(4.6)(x,t) \) for \((x,t) \in G_1(4.5), \zbar_{inv}(4.13)(x,t) \) for \((x,t) \in G_{\tau inv}(4.8) \) and \( \zbar_2(4.20)(x,t) \) for \((x,t) \in G_2(4.19) \). The interpolant

\[
\zbar^*(x,t) = \begin{cases} 
\zbar_1(4.6)(x,t), & (x,t) \in G_1(4.5), \\
\zbar_{inv}(4.13)(x,t), & (x,t) \in G_{\tau inv}(4.8), \\
\zbar_2(4.20)(x,t), & (x,t) \in G_2(4.19)
\end{cases}
\]  

(5.3)

approximates the solution of the problem (2.2), (2.1) on the whole set \( G \).

6 Analysis of Errors to the Numerical Method for Problem (2.2), (2.1) on the Basis of the Discrete Solution on the Finest Grid

When analyzing the errors in the discrete solutions and also parameters characterizing convergence of the difference scheme, the technique is used similar to one given in [6, 7], however, it is modified taking into account peculiarities of the differential problem and the numerical method. When solving the difference scheme \{(4.4),(4.3); (4.12),(4.11); (4.18),(4.17)\}, we obtain the discrete solution \( z^*_t(5.2)(x,t) \) on the grid \( \bar{G}_{h_{(5.1)}} \). The function \( z^*_t(5.2)(x,t) \) is defined on the temporal levels \( t = t^j \) on \( \bar{w}_0 \) in the nodes of the grid \( \bar{G}_{h_{(5.1)}}^* \), and the interpolant \( \zbar^*_t(5.3)(x,t) \) is defined on the whole set \( \bar{G} \) and, in particular, on the temporal levels \( t = t^j \) on \( \bar{w}_0 \) for \( x \in [0,1] \).
6.1. We expose a variant to compute the order of the convergence rate of the difference scheme on the family of the grids \( \{ G^*_N \} \) for \( N^* = 2^i \) with \( i = 5, 6, \ldots, 10 \), where \( G^*_h \) is the grid \( G^*_h(5.1) \) for \( N = N_0 = N^* \). The interpolant \( z^{*,N^*F}(x,t) \) is used as the exact solution of the differential problem \((2.2), (2.1)\). The interpolant is constructed using the discrete solution \( z^{*,N^*}_h(x,t) \) computed on the finest grid \( G^*_{h_{N^*F}} \) for \( N^* = N^*F = 2048 \).

Errors in the numerical solutions in the maximum norm for each value \( N^* \) are computed by the formula:

\[
E^{N^*} = E^{N^*}(z^{*,N^*}(\cdot)) = \| z^{*,N^*F}(x,t) - z^{*,N^*}(x,t) \|_{G^*_hN^*}. \tag{6.1}
\]

The values \( E^{N^*} \) depending on \( N^* \), which are represented in the form a table and/or a plot, allow us to come to qualitative conclusions on convergence of the solutions of the difference scheme and/or the order of their convergence rate.

The order of the convergence rate of the discrete solutions on the family of the grids \( \{ G^*_h \} \) (we say, the order of the local convergence rate) is defined by the formula

\[
q^{N^*} = \log_2 \frac{E^{N^*}}{E^{2N^*}}. \tag{6.2}
\]

The values \( E^{N^*} \) and \( E^{2N^*} \) for the difference scheme are defined by the formula (6.1).

In the case when the value \( q^{N^*} \) is fluctuating greatly as \( N^* \) changes, it is necessary to compute the order of the local convergence rate by the formula

\[
q^{N^*,k} = k^{-1} \log_2 \frac{E^{N^*}}{E^{2kN^*}}, \tag{6.3}
\]

where \( k > 1 \) is even. The computations by formulae (6.1), (6.2) and (6.3) allow us to determine the value \( q_{(x\&t)} \), i.e., the smallest order of the convergence rate in the variables \( x \) and \( t \).

From here, it follows the preliminary error bound for the discrete solution (the error estimate in the first approach):

\[
\| z^{*,(N^*F,N^*F)} - z^{*,(N,N_0)} \|_{G^*_h(N,N_0)} \leq M \left[ N^{-q_{(x\&t)}} + N_0^{-q_{(x\&t)}} \right], \tag{6.4}
\]

where \( M = M(6.4) \), in general, is a sufficiently large constant.

6.2. Now we expose a variant to compute orders of the convergence rate in \( x \) and in \( t \) for the difference scheme. The components of the errors due to discretization of the problem with respect to each of the variables \( x \) and \( t \) are defined in the following way.
We denote by \( G^*(N,N_0) \) and \( z^*(N,N_0)(x,t) \) the grid \( G^*(5,1) \) and the solution \( z^*(5,3)(x,t) \) of the discrete problem on this grid, respectively. Set

\[
E^{(N,N_0)}(x,t) = E^{(N,N_0)} \left( z^*(N,N_0)(x,t) \right) = \left\| z^*(N,F,N_0^F)(x,t) - z^*(N,N_0)(x,t) \right\|_{G^*(N,N_0)},
\]

where \( z^*(N,F,N_0^F)(x,t) \) is the solution on the finest grid \( G^*(N,F,N_0^F) \). Here \( E^{(N,N_0)} \) is the error of the discrete solution \( z^*(N,N_0)(x,t) \) on the fixed grid \( G^*(N,N_0) \).

The values \( E^{(N,F,N_0^F)} \) and \( E^{(N,F,N_0)} \) denote the components of the errors in \( x \) and in \( t \), respectively. The order of the local convergence rate of the discrete solutions in each variable in a neighbourhood of the solution \( z^*(N,N_0)(x,t) \) for \( (x,t) \in G^*(N,N_0) \) is defined by the formulae:

\[
q^{(N,N_0^F)} = \log_2 \frac{E^{(N,N_0^F)}}{E^{(2N,N_0^F)}} \quad \text{for } x, \tag{6.6}
\]

\[
q^{(N,F,N_0)} = \log_2 \frac{E^{(N,F,N_0)}}{E^{(N,F,2N_0)}} \quad \text{for } t, \tag{6.7}
\]

where \( 2N < N^F \) and \( 2N_0 < N_0^F \).

In the case when the value \( q^{(N,N_0^F)} \) is fluctuating greatly as \( N \) changes, it is necessary to compute the order of the local convergence rate in \( x \) by the formula

\[
q^{(N,N_0^F),k} = k^{-1} \log_2 \frac{E^{(N,N_0^F)}}{E^{(2kN,N_0^F)}}, \tag{6.8}
\]

where \( 2^k N < N^F \) and \( k > 1 \) is even.

But if the value \( q^{(N,F,N_0)} \) is fluctuating greatly as \( N_0 \) changes, it is necessary to compute the order of the local convergence rate in \( t \) by the formula

\[
q^{(N,F,N_0),k} = k^{-1} \log_2 \frac{E^{(N,F,N_0)}}{E^{(N,F,2kN_0)}}, \tag{6.9}
\]

where \( 2^k N_0 < N_0^F \) and \( k > 1 \) is even. The values \( q_x \) and \( q_t \), i.e., orders of the convergence rate in \( x \) and \( t \), respectively, are defined by the relation

\[
q_x = \min_N q^{(N,N_0^F)}, \quad q_t = \min_{N_0} q^{(N,F,N_0)}. \tag{6.10}
\]

In the case when the values either \( q^{(N,N_0^F),k} \) or \( q^{(N,F,N_0),k} \) are fluctuating greatly as either \( N \) or \( N_0 \) change, it is necessary to use in (6.10), respectively, the values \( q^{(N,N_0^F),k} \) and \( q^{(N,F,N_0),k} \).

6.3. Taking into account the orders of the convergence rate in \( x \) and \( t \), for the error of the discrete solution we obtain the estimate

\[
\left\| z^*(N,F,N_0^F) - z^*(N,N_0) \right\|_{G^*(N,N_0)} \leq M \left[ N^{-q_x} + N_0^{-q_t} \right], \tag{6.11}
\]

where \( M_{(6.11)} \) is a sufficiently large constant.

Define more exactly the constant $M(6.11)$. Taking into account the relations
\[ E^{(N,N_0,F)} = M^{(N,N_0,F)} N^{-q_x}, \quad E^{(N,F,N_0)} = M^{(N,F,N_0)} N^{-q_t}, \]
we find the values $M^{(N,N_0,F)}$ and $M^{(N,F,N_0)}$. Set
\[ M_x = \max_N M^{(N,N_0,F)}, \quad M_t = \max_{N_0} M^{(N,F,N_0)}. \]
Thus, for the error of the discrete solution one has
\[ \|z^*(N,F,N_0^e) - z^*(N,N_0)\|_{\Omega_h^{(N,N_0)}} \leq M [N^{-q_x} + N_0^{-q_t}], \]
where $M_{(6.14)} = \max[M_x, M_t]$. We call the error estimate (6.14) the realistic error bound because it is more reliable than (6.4).

The given technique of numerical analysis of the parameters characterizing convergence of the difference scheme {\{(4.4), (4.3); (4.12), (4.11); (4.18), (4.17)\}} allows us to find orders of the convergence rate in $x$ and $t$ of the solution to the difference scheme and also error bounds of the discrete solution. The estimate (6.14), which is a posteriori, allows us to point out the values $N$ and $N_0$, under which the solution of the discrete problem has the required accuracy.

7 Iterative Numerical Method for Solving the Discrete Problem \((4.12), (4.11)\)

Consider an iterative numerical method for solving the discrete problem \((4.12), (4.11)\) where \(t^j \in (t_1^1, t_2^1)\). Here we assume that the problem \((4.12), (4.11)\) has already been solved for \(t \leq t^{j-1}\), the function \(s_h(t)\) is known for \(t_1^1 \leq t < t^j\), and the grid \(\Gamma_{\tau_h}^{(4.11)}\) has been constructed. It is required to find the value \(s_h(t^j)\) and the functions \(\tilde{z}_i(\xi, t^j)\) for \(i = 1, 2\).

7.1. We transform the problem \((4.12), (4.11)\) to a form that is suitable for iterative computation. If at the level \(t = t^j\) one takes some value, say \(\tilde{s}\), instead of the value \(s_h(t^j)\), then it is possible to solve the problem \((4.12)a\), in which case the interface condition for derivatives on the interface boundary \(\tilde{S}_{\text{int}, h}\) is omitted. Thus in this case, the interface condition on derivatives in general is not fulfilled by the computed solution. In the iterative process, we will choose the value \(\tilde{s}\) in such a way that the discrete solution should satisfy the interface condition on the derivatives.

Note that the value \(s_h(t^j)\) defines the variable \(\xi\) (see (4.9)) and the grid \(\Gamma_{\tau_h}^{(4.11)}\) at the level \(t = t^j\). Let \(\tilde{s}\) be an arbitrary value in \(D\). When constructing the spatial grid at \(t = t^j\), one chooses \(\tilde{s}\), instead of the value \(s_h(t^j)\), such that
\[ s_h(t^j) = \tilde{s}. \]
Hence, the discrete value \(\xi\) is defined at the level \(t = t^j\) as
\[ \xi = \xi(x, t) = a_i^{-1} (x - \tilde{s}), \quad (\xi, t) \in \tilde{\Gamma}_{\tau h} \cap \{t = t^j\}, \quad i = 1, 2, \]
\(7.1a\)
\(7.1b\)
and the grid for \( t \leq t^j \) is defined as

\[
\{ \overline{G}^\tau_{\text{h}(4.11)}(t) \cap \{ t \leq t^{j-1} \} \} \cup \{ \overline{G}^\tau_{\text{h}}(t) \cap \{ t = t^j \} \} \cup \{ \overline{G}^\tau_{\text{h}}(t) \cap \{ t = t^j \} \}. \tag{7.1c}
\]

For \( t \leq t^j \) this grid is

\[
\overline{G}^\tau_h = \widehat{G}^\tau_h \cup \widehat{S}^\tau_h, \tag{7.1d}
\]

here \( \widehat{G}^\tau_h \) and \( \widehat{S}^\tau_h \) are, respectively, the sets of interior and boundary nodes in the grid \( \overline{G}^\tau_h \). Similar notations are used for discrete subsets in the problem (4.12) at \( t \leq t^j \).

Let \( \widehat{x}(\xi, t) \) be the solution of the following discrete problem at the time level \( t = t^j \) for \( (\xi, t) \in \overline{G}^\tau_h \cap \{ t = t^{j-1}, t^j \} \):

\[
\begin{align*}
\hat{A}_{i(4.12)} \hat{\widetilde{x}}_i(\xi, t) &= 0, & (\xi, t) &\in \hat{G}^\tau_{ih} \cap \{ t = t^j \}, & i &= 1, 2, \\
\hat{\widetilde{x}}_1(\xi, t) &= \hat{\widetilde{z}}_1(\xi, t), & (\xi, t) &\in \hat{S}^\tau_{t_1h} \cap \{ t = t^{j-1} \}, \\
\hat{\widetilde{x}}_2(\xi, t) &= \hat{\widetilde{z}}_2(\xi, t), & (\xi, t) &\in \hat{S}^\tau_{t_2h} \cap \{ t = t^{j-1} \}, \\
\lambda^\tau_{l(4.12)} \hat{\widetilde{x}}_1(\xi, t) &= 0, & (\xi, t) &\in \hat{S}^\tau_{ih} \cap \{ t = t^j \}, \\
\lambda^\tau_{r(4.12)} \hat{\widetilde{x}}_2(\xi, t) &= \psi(\xi), & (\xi, t) &\in \hat{S}^\tau_{r\text{int}, h} \cap \{ t = t^j \},
\end{align*}
\tag{7.2a}
\]

Define the function \( q(\widehat{s}) \) by setting

\[
q(\widehat{s}) = a_2^{-1} \delta_{\widehat{x}} \hat{\widetilde{z}}_2(\xi, t) - a_1^{-1} \delta_{\widehat{x}} \hat{\widetilde{z}}_1(\xi, t), \quad \xi = \xi(7.1b)(\widehat{s}, t^j) = 0, \quad t = t^j. \tag{7.2b}
\]

We now discuss its attributes. The properties of the solution of problem (2.2), (2.1), (2.3) show that the function \( q(\widehat{s}) \) satisfies the condition \( q(s_h(t^{j-1})) > 0 \). Moreover, in a small neighbourhood of the value \( \widehat{s} = s_h(t^{j-1}) \), the function \( q(\widehat{s}) \) decreases as \( \widehat{s} \) decreases.

Such a behaviour of the function \( q(\widehat{s}) \) can be explained in the following way.

According to the experimental results in Figs. 1 and 2 (see 8.3 in Section 8), the function \( \widetilde{x}(x, t) \) grows as \( x \) and/or \( t \) increase (see Fig. 2 for \( \widetilde{x}(x, t) \)), and the function \( \overline{x}(t) \) decreases when \( t \) grows (see Fig. 2 for \( \overline{x}(t) \)). For \( x = \overline{x}(t^j) \), \( t^j \in (t^j_1, t^j_2) \) we have \( \delta_x \overline{x}(x, t) - \delta_x \overline{x}(x, t) = 0 \) (see Fig. 2 for \( \overline{x}(x, t) \)). Let for \( t = t^{j-1}, t^j \) the condition \( \overline{x}(t^j) - \overline{x}(t^{j-1}) \) be fulfilled. Then, taking into account the behaviour of the function \( \overline{x}(x, t^{j-1}) \), we obtain \( \delta_x \overline{x}(x, t) - \delta_x \overline{x}(x, t) > 0 \), \( x = \overline{x}(t), t = t^j \), that gives \( q(s_h(t^{j-1})) > 0 \). In a similar way we verify that \( q(\widehat{s}) \) in a neighbourhood of \( \widehat{s} = s_h(t^{j-1}) \) decreases as \( \widehat{s} \) decreases.

For some value \( \widehat{s} = \widehat{s}^0 \), where \( 0 < \widehat{s}^0 \leq s_h(t^{j-1}) \), one may have

\[
q(\widehat{s}^0) = 0 \quad \text{and} \quad q(\widehat{s}) > 0 \quad \text{for} \quad \widehat{s}^0 < \widehat{s} \leq s_h(t^{j-1}). \tag{7.3a}
\]

In this case we set

\[
s_h(t^j) = \widehat{s}^0. \tag{7.4a}
\]
Note that when \( \hat{s} \) decreases further, the function \( q(\hat{s}) \) can take positive values. But if

\[
q(\hat{s}) > 0 \quad \text{for} \quad 0 < \hat{s} \leq s_h(t^{j-1}),
\]

then we set

\[
s_h(t^j) = 0;
\]

in this case the value \( t_2^\tau \) is defined by the relation

\[
t_2^\tau = t^j.
\]

Thus the relations (7.4)a,b,c define the values \( s_h(t^j) \) and \( t_2^\tau \). Consequently, at the time level \( t = t^j \) we have the grid

\[
\tilde{G}_h^\tau = G_h^\tau \quad \text{for} \quad \hat{s} = s_h(7.4)(t^j), \quad t = t^j.
\]

Define the function \( \tilde{z}(7.5)(\xi, t^j) \) by

\[
\tilde{z}(\xi, t) = \tilde{z}(\xi, t), \quad (\xi, t) \in \tilde{G}_h^\tau \cap \{t = t^j\}.
\]

We call the function \( \tilde{z}(7.5)(\xi, t) \) the solution of the problem (7.2), (7.1), (7.3) for \( t = t^j \). The value \( s_h(7.4)(t^j) \) gives us the position of the interface boundary. One has

\[
\tilde{z}(7.5)(\xi, t) = \tilde{z}_{(4.12),(4.11)}(\xi, t), \quad (\xi, t) \in \tilde{G}_h^\tau(7.5) \cap \{t = t^j\},
\]

i.e., the problems (7.2), (7.1), (7.3) and (4.12), (4.11) are equivalent for \( t = t^j \).

7.2. We give an iterative method for solving the discrete problem (7.2), (7.1), (7.3) for \( t^j \in (t_1^\tau, t_2^\tau) \); we seek an approximation of the value \( \hat{s}^0 \) that is the root of the equation \( q(\hat{s}) = 0 \) satisfying the condition (7.3a).

7.2.1. First, consider an approximation algorithm of the value \( \hat{s}^0 \) in the case when the following condition is satisfied:

\[
t^{j-1} > t_1^\tau.
\]

As preliminary approximations of \( \hat{s}^0 \), choose values \( \hat{s}_{-1} \) and \( \hat{s}_0 \) that help us to compute an value \( \hat{s}_1 \) that is the first approximation of \( \hat{s}^0 \). We call the values \( \hat{s}_{-1} \) and \( \hat{s}_0 \) preliminary parameters. Set

\[
\hat{s}_{-1} = s_h(t^{j-2}), \quad \hat{s}_0 = s_h(t^{j-1}).
\]

Compute \( q(\hat{s}_{-1}), q(\hat{s}_0) \); note that \( q(\hat{s}_{-1}), q(\hat{s}_0) > 0 \). The value \( \hat{s}_1 \) is the root of the equation

\[
\frac{\hat{s}_0 - \hat{s}_1}{q(\hat{s}_0)} = \frac{\hat{s}_{-1} - \hat{s}_0}{q(\hat{s}_{-1}) - q(\hat{s}_0)}.
\]
Now we find the value $q(\hat{s}_1)$. Refinement of the approximations of $\hat{s}^0$ is achieved as follows: for three sequential values

$$\hat{s}_{i-2}, \hat{s}_{i-1}, \hat{s}_i$$

let the values

$$q(\hat{s}_{i-2}), q(\hat{s}_{i-1}), q(\hat{s}_i)$$

be found, and among them let $q(\hat{s}_{i-1})$ and $q(\hat{s}_i)$ be the smallest in absolute values. The improved approximation $\hat{s}_{i+1}$ is defined to be the root of the equation

$$\frac{\hat{s}_i - \hat{s}_{i+1}}{q(\hat{s}_i)} = \frac{\hat{s}_{i-1} - \hat{s}_i}{q(\hat{s}_{i-1}) - q(\hat{s}_i)}. \tag{7.8c}$$

Then compute $q(\hat{s}_{i+1})$. The improvement process terminates when $i = I$, where $I$ is defined to be the smallest $i$ such that

$$|\hat{s}_i - \hat{s}_{i-1}| \leq \delta, \tag{7.9a}$$

and $\delta = \delta(N, N_0)$ is some small number. Set

$$\hat{s}^0 = \hat{s}_I. \tag{7.9b}$$

7.2.2. Let now the following condition be satisfied

$$t_{j-1} = t_{1}^\tau. \tag{7.10}$$

In this case, the values $\hat{s}_{-1}$ and $\hat{s}_0$ are taken as preliminary parameters for approximations of the value $\hat{s}^0$, and the value $\hat{s}_1$ is taken as the first approximation. The values $\hat{s}_{-1}$, $\hat{s}_0$ and $\hat{s}_1$ are given below. Set

$$\hat{s}_{-1} = 1. \tag{7.11a}$$

We compute the value $q(\hat{s}_{-1})$ in the following way. Let $z_1(x, t)$ be the solution of the problem (4.4a), (4.3) for $t \leq t^j$ (the condition (4.4b) is omitted). Then $q(\hat{s}_{-1})$ is computed by

$$q(\hat{s}_{-1}) = a_1^{-1} \left[ \psi(t^j) - z_1(1, t^j) \right] - a_1^{-1} \delta \varphi z_1(1, t^j). \tag{7.11b}$$

We have $q(\hat{s}_{-1}) > 0$. Prescribe the value

$$\hat{s}_0 = 1 - h, \tag{7.11c}$$

where $h$ is the step-size in the grid $G_{h}(4.3)$ on the $x$-axis, and compute the value $q_h(7.2b)(\hat{s}_0)$.

Choose the first approximation $\hat{s}_1$ to be the root of the equation

$$\frac{\hat{s}_0 - \hat{s}_1}{q(\hat{s}_0)} = \frac{\hat{s}_{-1} - \hat{s}_0}{q(\hat{s}_{-1}) - q(\hat{s}_0)}, \tag{7.11d}$$

then compute $q(\hat{s}_1)$. Thus for $\hat{s}_{-1}, \hat{s}_0, \hat{s}_1$ we obtain the related values $q(\hat{s}_{-1})$, $q(\hat{s}_0)$, $q(\hat{s}_1)$.
This iterative process is continued by following the procedure (7.8), (7.9).

7.2.3. We call the collection of the procedures defined by the relations \{(7.6), (7.7); (7.10), (7.11); (7.8), (7.9)\} the iterative algorithm for the computation of the value \(\hat{s}^0\) based on the solution of the problem (7.2), (7.1), (7.3), which is equivalent to the problem (4.12), (4.11).

This Newton-type iterative algorithm allows us to find the solution of the discrete problem (4.12), (4.11); the computational accuracy in the iterative process is defined by the value \(\delta_{(7.9)}\).

8 Motivation of our Approach to the Construction of the Mathematical Model, the Numerical Method to Solve the Problem and Analyze Its Convergence

This section discusses the formulation of the mathematical problem, the numerical method used to solve it, and the technique used to analyze its convergence.

8.1. The drying of wet materials in the case of “plane” geometry (see, e.g., [12]) is defined by the distributions of temperature \(T(x, t)\) and moisture content \(W(x, t)\). Under sufficiently simple conditions, i.e., under constant parameters in the heat and diffusion processes, the dimensionless temperature and moisture content obey heat conduction equations with constant heat and diffusion Fourier numbers, respectively. In this case the functions \(T(x, t)\), \(W(x, t)\) and \(u(x, t)\) satisfy the following “physical” relations

\[
\begin{align*}
    u_2(x, t) &= T(x, t) - T_{\text{boil}}, \\
    W(x, t) &= 0 \quad \text{for } T(x, t) > T_{\text{boil}}, \\
    u_1(x, t) &= -W(x, t), \\
    T(x, t) &= T_{\text{boil}} \quad \text{for } W(x, t) > 0,
\end{align*}
\]

where \(T_{\text{boil}}\) is the boiling temperature.

The functions \(s(t)\) and \(\vartheta(t)\) for \(t_1 \leq t \leq t_2\), where \(\vartheta(t)\) defines the boiling front \(x = \vartheta(t)\), satisfy \(s(t) = \vartheta(t)\); on the boiling front one has

\[
T(x, t) = T_{\text{boil}}, \quad W(x, t) = 0 \quad \text{for } x = \vartheta(t).
\]

The position of the boiling front is defined by the first-order derivatives of the solution from the left and right at the boiling front (up to a factor, which is the latent heat, that may depend on the solution).

The boundary condition on the left domain boundary corresponds to a symmetry condition for the heat and diffusion processes at the body centre and, on the right domain boundary, to conditions of heat-/ and mass-/transfer of the body within a medium according to Newton’s law.

8.2. Note that the diffusion coefficients in a material with small moisture content are several orders of magnitude smaller than the heat conduction coefficients; see, e.g., [8]. This induces a moving interior layer for \(0 < s(t) < 1\). Difficulties in the approximation of solutions (and their derivatives) in the case of singularly perturbed problems with moving boundary and interior layers are discussed in [11]; the errors in the discrete solutions computed by standard numerical methods can be of the same order of magnitude as the solutions.
themselves, and errors in the discrete derivatives of the solutions can be many times greater than the derivatives themselves. In Stefan-type problems, errors in the position of the boiling-water front, which is found in the solving problem process, can lead to large errors in the solution and its derivatives in a neighbourhood of that front.

In the method for solving problems with moving layers that is developed in [11], a special grid approximation of the problem is constructed in a new coordinate system in which the moving layer becomes stationary. This allows us to approximate in the maximum norm both the solution and its first-order derivatives in the spatial variables. The same approximation is applied in the present paper to approximate the problem (2.2), (2.1) for \( t_1 \leq t \leq t_2 \); see Sections 3, 4.

8.3. The velocity of the moving boiling front becomes unbounded as the width of the wet part of the material becomes small. This causes significant difficulties when using iterative methods to solve the nonlinear Stefan problem.

Fig. 1 displays the computed values of \( \overline{z}_{1}(x,t) = \overline{z}_{1}^{\text{inv}}(x,t) \) and \( \overline{z}_{2}(x,t) = \overline{z}_{2}^{\text{inv}}(x,t) \). These are the components of the function \( \overline{z}(x,t) \) for \( (x,t) \in \overline{G}_{(4.8)} \).

Fig. 2 shows cross-sections of the function \( \overline{z}(x,t) \) for \( 0 \leq t \leq 0.8 \) at various times and the position of the interface boundary \( \overline{S}_{\text{int}}^{(4.8)} \) for \( t_1 \leq t \leq t_2 \).
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(a) \( \overline{z}_1(x,t) \)

![Figure 1](image2.png)

(b) \( \overline{z}_2(x,t) \)

**Figure 1.** The functions \( \overline{z}_1(x,t) \) and \( \overline{z}_2(x,t) \) for \( a_1 = 1.0 \) and \( a_2 = 0.5 \)

The number of iterations required to solve the Stefan problem when using the Newton-type method (Section 7) is typically about 6, and only for \( t \approx t_2^* \) does it increase to 9. We observe that the number of iterations increases very slowly with the numbers of nodes.

Using the standard iterative bisection method on the part of the domain for \( \xi < 0, t_1^* < t < t_2^* \), the number of iterations is around 20–25.

It should be note that for \( t \) close to \( t_2^* \) the moving velocity of the interface boundary becomes sufficiently large (see the curve on Fig. 2). Such a behaviour of the interface boundary could lead to large errors in the numerical solution. However, when approaching to \( t_2^* \), the derivatives in \( x \) of the function \( \overline{z}(x,t) \) in a neighbourhood of the curve \( \overline{S}_{\text{int}}^{(4.8)} \) and on the set \( \overline{G}_{1}^* \) become sufficiently small (see the function \( \overline{z}(x,t) \) in Fig. 2) that leads to decrease of error in the numerical solution. As a result of summarized errors in both the approximation
of problem (2.2), (2.1) and the Newton-type iterative method, for the discrete solution we obtain an experimental order of the convergence rate close to one (see 8.4 in Section 8).

8.4. Some comments on the convergence analysis of the numerical method. To study experimentally the convergence rate of numerical methods, researchers often use the “double mesh technique” [6] (where one uses the solution computed after bisecting the current mesh) or the computed solution on the finest grid available [6]). This approach is sufficiently accurate but only under the condition that the problem solution is sufficiently smooth so that it is possible to expand the discrete solution in terms of the step-size in the spatial and temporal variables. But our Stefan problem does not have the required smoothness: in general, \( u \notin C^{2,1} \) in a neighbourhood of the points \((1, t_1)\) and \((0, t_2)\).

In general, while \( \tau_1, \tau_2 \in \bar{\omega}_0 \), one does not have \( t_1, t_2 \in \bar{\omega}_0 \). For this reason when solving a discrete problem on grids with constant step-sizes in space and time, the values \( \tau_1, \tau_2 \), and also the grid solutions can change somewhat erratically as the step size is reduced. A formal application of the technique from [6] leads to difficulties in the analysis of convergence of the difference scheme. On the other hand, the technique from Section 6 allows us to confirm the convergence of the difference scheme in the maximum norm and to find its convergence rate. Thus for example, when \( a_1 = 1, a_2 = 0.5 \), numerical experiments using the formulae (6.2) and (6.3) yield \( q^{N^*} = 0.73, q^{N^*,A} = 0.85 \) with \( N^* = 2048 \), i.e., the difference scheme (4.4), (4.3); (4.12); (4.11); (4.18), (4.17) converges. From the formulae (6.8), (6.9) and (6.13) with \( N^F = N^F_0 = 2048 \) we find \( q^{(N,N^F),A} = 0.82, q^{(N^F,N^F_0),A} = 0.84 \) and \( M_x = 0.70, M_t = 2.89 \).

Thus for the solution of the difference scheme we have the estimate (6.14), where \( M = 2.89, q_x = 0.82, q_t = 0.84 \); the scheme converges with order close to one in \( x \) and \( t \).
9 Conclusion

1. For the model Stefan-type problem, a finite difference scheme is constructed that uses classical approximations of the differential equation; when constructing the scheme, the problem on the part of the domain that includes the moving interface boundary is transformed to a problem with a stationary interface boundary.

2. An iterative Newton-type method is constructed to solve the nonlinear problem that approximates the problem in the presence of the moving interface boundary.

3. A technique of numerical analysis of convergence to the discrete solution is suggested that uses the solutions of discrete problems on the finest grids.

4. Numerical experiments show the usefulness of the difference scheme and of the method for the analysis of its convergence. The scheme converges with order of the convergence rate close to one.

5. The physical appropriateness of the parameters and equations in the mathematical model allows us to adapt it to the modelling of real drying processes.
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