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1 Introduction

Divergent integrals and equations containing them have been studied for a
long time, including the principal work done by Hadamard in [5]. Equations
containing divergent integrals have been useful in applications in mathematics
[1, 6, 7, 10] and physics [8, 9]. One of the concepts under discussion has been
the summability, i.e. finding the finite part (f.p.), of divergent integrals. Over
the years numerous approaches to defining the finite part of divergent integrals
have been examined (see [5, 7]). For methods on numerically finding the finite
part of divergent integrals see [2, 3, 4]. In [11], a unified approach to summa-
bility of divergent integrals is presented that covers the approaches considered
before. Later, in [12] summability methods for divergent integrals are studied
in more detail in the case where the integrand is represented as a product of
two functions, one with a parameter-dependent non-integrable singularity at
one point of integration and the other absolutely integrable. Under discussion
are methods which are based on the expansion of the absolutely integrable
function in a Taylor series with center at the singular point (f.p.) and on the
analytic continuation with respect to the parameter of the singularity (a.f.p.).
Formulae of changes of variables in such integrals are also presented.
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538 K. Lätt

More precisely, in [12], divergent integrals∫ R

0

a(r)r−λ−1 dr (1.1)

depending on λ ∈ C, are examined under assumptions

a ∈ Cm,α[0, R], m ∈ N0 = {0, 1, 2, . . . }, 0 < α 6 1, (1.2)

where Cm,α[0, R] is the class of functions satisfying the conditions a ∈ Cm[0, R],
|a(m)(r)− a(m)(0)| 6Mrα, 0 6 r 6 R; M is a positive constant.

For λ ∈ C with Reλ < m+ α the finite part of (1.1) is defined in terms of
Taylor expansions: if λ ∈ C\N0, then

f.p.

∫ R

0

a(r)r−λ−1 dr =

∫ R

0

[
a(r)−

m∑
k=0

1

k!
a(k)(0)rk

]
r−λ−1 dr

+

m∑
k=0

1

k!
a(k)(0)

Rk−λ

k − λ
; (1.3)

while if λ = l ∈ N0, then

f.p.

∫ R

0

a(r)r−l−1 dr =

∫ R

0

[
a(r)−

m∑
k=0

1

k!
a(k)(0)rk

]
r−l−1 dr

+

m∑
k=0
k 6=l

1

k!
a(k)(0)

Rk−l

k − l
+

1

l!
a(l)(0) lnR.

These definitions have two crucial consequences. Firstly, the finite part integral
defined by (1.3) is the analytic continuation of integral (1.1) from Reλ < 0 into
{λ ∈ C\N0 | Reλ < m+ α}. Secondly, for λ = l ∈ N0

f.p.

∫ R

0

a(r)r−l−1 dr = lim
λ→l
λ/∈N0

d

dλ

[
(λ− l)f.p.

∫ R

0

a(r)r−λ−1 dr
]
.

For the change of variables r = g(ρ) with

g ∈ Cm+1,α[0, R∗], g(0) = 0, g(R∗) = R, g′(ρ) > 0, 0 6 ρ 6 R∗ (1.4)

the following result is established in [12].

Theorem 1. Assume that (1.2) and (1.4) hold. Then for Reλ < m+ α,

f.p.

∫ R

0

a(r)r−λ−1 dr = f.p.

∫ R∗

0

a∗(ρ, λ)ρ−λ−1 dρ+Π∗(λ),

where a∗(ρ, λ) = a(g(ρ)) (g(ρ)/ρ)
−λ−1

g′(ρ) and

Π∗(λ) =

0, λ ∈ C\N0,

− 1
l!
∂
∂λ

(
∂
∂ρ

)l
a∗(ρ, λ)|ρ=0, λ=l, λ = l ∈ N0.
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The analytic finite part of integrals
∫ R
0
a(r, λ)r−λ−1 dr is also defined. Here

a(r, λ), with regards to λ ∈ C, is an analytic function. Moreover, the formula
for change of variables in a.f.p.-integrals is given:

a.f.p.

∫ R

0

a(r, λ)r−λ−1 dr = a.f.p.

∫ R∗

0

a∗(ρ, λ)ρ−λ−1 dρ

with a∗(ρ, λ) = a(g(ρ), λ) (g(ρ)/ρ)
−λ−1

g′(ρ).
The first goal of the present paper is to define the finite part of integral∫ R

0

a(r)r−λ−1(ln r)n dr (1.5)

with n ∈ N0 so that the f.p.-integrals have the same two crucial properties they
had in [12]. We will also show that a similar result to Theorem 1 holds for
change of variables in the f.p.-integrals of (1.5). In the last part of the present

article we define the analytic finite part of integral
∫ R
0
a(r, λ)r−λ−1(ln r)n dr

and examine the change of variables in a.f.p.-integrals. As it turns out, the
logarithmic factor (ln r)n greatly complicates the situation. For instance, the
correction term Π∗(λ) in the formula for the change of variables now contains
n+ 1 terms (see Theorem 2).

2 The Finite Part of a Divergent Integral

We consider integrals (1.5) where λ ∈ C, n ∈ N0,

a ∈ Cm,α[0, R], m ∈ N0, 0 < α 6 1 (2.1)

and Cm,α[0, R] is the class of functions that satisfy conditions

a ∈ Cm[0, R],
∣∣a(m)(r)− a(m)(0)

∣∣ 6Mrα, 0 6 r 6 R; (2.2)

M > 0 is a constant. For Reλ < 0 integral (1.5) converges; for Reλ > 0 it
generally diverges.

Let λ ∈ C, Reλ < m+α. We define the finite part of (1.5) in the following
way: for λ ∈ C\N0

f.p.

∫ R

0

a(r)r−λ−1(ln r)n dr =

∫ R

0

[
a(r)−

m∑
k=0

1

k!
a(k)(0)rk

]
r−λ−1(ln r)n dr

+

m∑
k=0

1

k!
a(k)(0)Rk−λ

n∑
j=0

(−1)n−j
n!

j!

(lnR)j

(k − λ)n−j+1
; (2.3)

while for λ = l ∈ N0

f.p.

∫ R

0

a(r)r−l−1(ln r)n dr =

∫ R

0

[
a(r)−

m∑
k=0

1

k!
a(k)(0)rk

]
r−l−1(ln r)n dr

+

m∑
k=0
k 6=l

1

k!
a(k)(0)Rk−l

n∑
j=0

(−1)n−j
n!

j!

(lnR)j

(k − l)n−j+1
+

1

l!
a(l)(0)

(lnR)n+1

n+ 1
. (2.4)
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Both definitions (2.3) and (2.4) are based on the expansion of the abso-
lutely integrable function a in a Taylor series with centre at the singular point
(cf. [11]). To demonstrate that the integrals on the right-hand sides of (2.3)
and (2.4) converge absolutely for Reλ < m+ α, we show, similarly to the way
it was done in [12], that (2.2) leads to∣∣∣∣∣a(r)−

m∑
k=0

1

k!
a(k)(0)rk

∣∣∣∣∣ 6 M

m!
rm+α, 0 6 r 6 R. (2.5)

If m = 0, then (2.5) is obvious. For m > 1, by Taylor’s formula with integral
remainder term we have

a(r)−
m−1∑
k=0

1

k!
a(k)(0)rk =

1

(m− 1)!

∫ r

0

(r − ρ)m−1a(m)(ρ) dρ

=
1

(m− 1)!

∫ r

0

(r − ρ)m−1
[
a(m)(ρ)− a(m)(0)

]
dρ+

1

m!
a(m)(0)rm,

that is,

a(r)−
m∑
k=0

1

k!
a(k)(0)rk =

1

(m− 1)!

∫ r

0

(r − ρ)m−1[a(m)(ρ)− a(m)(0)] dρ. (2.6)

Now (2.5) follows from (2.2) and (2.6).
As mentioned before, one of the goals of this article was to define the finite

part of integral (1.5) so that f.p.-integrals would have the same two crucial
properties they had in article [12]. To be more precise, for λ ∈ C\N0, the
f.p.-integral defined by (2.3) should be the analytic continuation of (1.5), and
for points λ = l ∈ N0, a certain limit relation should hold. We close out this
section by showing that with (2.3) and (2.4) we have achieved our goals.

Firstly, the f.p.-integral defined by (2.3) is the analytic continuation of (1.5)
from Reλ < 0 into D = {λ ∈ C\N0 | Reλ < m + α} because the right-hand
side of (2.3) is an analytic function of λ ∈ C in the domain D and for Reλ < 0
(cf. (2.3))

f.p.

∫ R

0

a(r)r−λ−1(ln r)n dr =

∫ R

0

a(r)r−λ−1(ln r)n dr.

Secondly, for integer points λ = l ∈ N0

f.p.

∫ R

0

a(r)r−l−1(ln r)n dr

= lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R

0

a(r)r−λ−1(ln r)n dr
]
. (2.7)

To show (2.7) we use the fact that for a function f analytic at λ = l, it holds
that

lim
λ→l

(
d

dλ

)n+1 [
(λ− l)n+1

(n+ 1)!
f(λ)

]
= lim
λ→l

f(λ) = f(l). (2.8)
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Thus, by definition (2.3),

lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R

0

a(r)r−λ−1(ln r)n dr
]

=

∫ R

0

[
a(r)−

m∑
k=0

1

k!
a(k)(0)rk

]
r−l−1(ln r)n dr

+

m∑
k=0
k 6=l

1

k!
a(k)(0)Rk−l

n∑
j=0

(−1)n−j
n!

j!

(lnR)j

(k − l)n−j+1
+ Ψ(l),

with

Ψ(l) = − 1

l!
a(l)(0) lim

λ→l
λ/∈N0

n∑
j=0

1

j!(n+ 1)
(lnR)j

(
d

dλ

)n+1 [
(λ− l)jRl−λ

]
= − 1

l!
a(l)(0) lim

λ→l
λ/∈N0

n∑
j=0

n+1∑
u=0

j!

j!(n+ 1)(j − u)!

(
n+ 1

u

)
× (λ− l)j−u(−1)n+1−u(lnR)n+1−u+jRl−λ.

Since terms with u 6= j converge to zero as λ→ l, we get

Ψ(l) =− 1

l!

1

n+ 1
a(l)(0)(lnR)n+1(−1)n+1 lim

λ→l
λ/∈N0

Rl−λ

×
[ n+1∑
j=0

(
n+ 1

j

)
(−1)j −

(
n+ 1

n+ 1

)
(−1)n+1

]
.

Bearing in mind that
∑n+1
j=0

(
n+1
j

)
(−1)j = (1 − 1)n+1 = 0, we obtain Ψ(l) =

1
l!a

(l)(0)(lnR)n+1/(n+ 1). Hence, (2.7) holds. Moreover, the proof of (2.7)
shows us that

f.p.

∫ R

0

a(r)r−l−1(ln r)i dr

= lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R

0

a(r)r−λ−1(ln r)i dr
]

(2.9)

holds for i = 0, 1, . . . , n.

3 The Change of Variables in f.p.-Integrals

Before we consider the change of variables in f.p.-integrals, notice that f.p.-
integrals defined by (2.3) and (2.4) for different λ ∈ C are independent of one
another if a ∈ Cm,α[0, R]. It means one can apply these definitions also in the
case of functions a(r, λ) which are dependent of λ ∈ C as a parameter. For
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example we use ( ∂∂r )a(r, λ)|r=0 in place of a(k)(0) on the right-hand side of

(2.3) when defining
∫ R
0
a(r, λ)r−λ−1(ln r)n dr, λ ∈ C\N0.

We now discuss the concept of change of variables r = g(ρ) in f.p.-integrals
(2.3) and (2.4), where

g ∈ Cm+1,α[0, R∗], g(0) = 0, g(R∗) = R, g′(ρ) > 0, 0 6 ρ 6 R∗. (3.1)

One can easily see that (3.1) implies g(ρ) = ρg1(ρ) with g1 ∈ Cm,α[0, R∗] and
g1(ρ) > 0 for all ρ ∈ [0, R∗].

Theorem 2. Assume that (2.1) and (3.1) hold. Then for Reλ < m+ α,

f.p.

∫ R

0

a(r)r−λ−1(ln r)n dr=

n∑
i=0

(
n

i

)
f.p.

∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ+Π∗(λ), (3.2)

where ai(ρ, λ) = a
(
g(ρ)

)
g1(ρ)−λ−1g′(ρ)

(
ln g1(ρ)

)n−i
, i = 0, 1, . . . , n, and

Π∗(λ) =

{
0, λ ∈ C\N0,

−
∑n
i=0

(
n
i

)
1
l!

1
i+1 ( ∂

∂λ )i+1( ∂∂ρ )lai(ρ, λ)|ρ=0, λ=l, λ = l ∈ N0.

Proof. Observe that under our assumptions about a and g, functions ai(ρ, λ),
i = 0, 1, . . . , n, belong to Cm,α[0, R∗]. Therefore, according to the remark we
made at the beginning of this section, the f.p.-integrals on the right-hand side
of (3.2) are correctly defined.

Every f.p.-integral in (3.2), as a function of λ, is analytic in the domain
{λ ∈ C\N0 | Reλ < m + α}. For Reλ < 0, integral (1.5) is absolutely
convergent and therefore we can make a change of variables r = g(ρ):∫ R

0

a(r)r−λ−1(ln r)n dr =

n∑
i=0

(
n

i

)∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ.

Hence, (3.2) holds for λ ∈ C\N0 with Π∗(λ) = 0.
Now let λ = l ∈ N0, l < m + α. In such case we have (2.7), on the right-

hand side of which, for points λ ∈ C\N0, one can make a change of variables
according to (3.2):

f.p.

∫ R

0

a(r)r−l−1(ln r)ndr= lim
λ→l
λ/∈N0

(
d

dλ

)n+1[ (λ− l)n+1

(n+ 1)!
f.p.

∫ R

0

a(r)r−λ−1(ln r)ndr
]

=

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ
]

=

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

ai(ρ, l)ρ
−λ−1(ln ρ)i dρ

]
+

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

a∗i (ρ, λ)ρ−λ−1(ln ρ)i dρ
]
,
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where a∗i (ρ, λ) = ai(ρ, λ)− ai(ρ, l). Note that ( ∂
∂λ )la∗i (ρ, λ) = ( ∂

∂λ )lai(ρ, λ) for
l ∈ N. Keeping in mind the remark we made at the beginning of the present
section, (2.9) leads us to

lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

ai(ρ, l)ρ
−λ−1(ln ρ)i dρ

]
= f.p.

∫ R∗

0

ai(ρ, l)ρ
−l−1(ln ρ)i dρ

for i = 0, 1, . . . , n. Therefore we arrive at a formula in the form of (3.2) with

Π∗(l) =

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [ (λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

a∗i (ρ, λ)ρ−λ−1(ln ρ)i dρ
]
,

which by definition (2.3) is transformed to

Π∗(l) =

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
d

dλ

)n+1{
(λ− l)n+1

(n+ 1)!

∫ R∗

0

[
a∗i (ρ, λ)

−
m∑
k=0

1

k!

(
∂

∂ρ

)k
a∗i (ρ, λ)

∣∣∣
ρ=0

ρk
]
ρ−λ−1(ln ρ)i dρ+

(λ− l)n+1

(n+ 1)!

×
m∑
k=0

1

k!

(
∂

∂ρ

)k
a∗i (ρ, λ)

∣∣∣
ρ=0

Rk−λ∗

i∑
j=0

(−1)i−j
i!

j!

(lnR∗)
j

(k − λ)i−j+1

}
.

The integrand approaches zero as λ→ l for each ρ ∈ [0, R∗] and is dominated
by a function cρm+α−λ−1(ln ρ)i+n+1, which is integrable for Reλ < m + α
(cf. (2.5)). Hence, by Lebesgue’s theorem the integral also converges to zero
as λ → l. In conclusion, in a neighbourhood of λ = l the integral and terms
in the sum with k 6= l are analytic functions (cf. (2.8)) and converge to zero as
λ→ l and thus

Π∗(l) =

n∑
i=0

(
n

i

)
1

l!
lim
λ→l
λ/∈N0

(
d

dλ

)n+1 [
(λ− l)n+1

(n+ 1)!

(
∂

∂ρ

)l
a∗i (ρ, λ)

∣∣∣
ρ=0

Rl−λ∗

×
i∑

j=0

(−1)i−j
i!

j!

(lnR∗)
j

(l − λ)i−j+1

]

= −
n∑
i=0

(
n

i

)
1

l!
lim
λ→l
λ/∈N0

i∑
j=0

(lnR∗)
j i!

(n+ 1)!j!

(
d

dλ

)n+1 [
(λ− l)n−i+j

×
(
∂

∂ρ

)l
a∗i (ρ, λ)

∣∣∣
ρ=0

Rl−λ∗

]
= −

n∑
i=0

(
n

i

)
1

l!
lim
λ→l
λ/∈N0

i∑
j=0

n+1∑
u=0

(
n+ 1

u

)
i!(n− i+ j)!

(n+ 1)!j!(n− i+ j − u)!

× (λ− l)n−i+j−u(lnR∗)
j

(
d

dλ

)n+1−u [(
∂

∂ρ

)l
a∗i (ρ, λ)

∣∣∣
ρ=0

Rl−λ∗

]
.
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Since the terms in the sum with u 6= n− i+ j converge to zero as λ→ l,

Π∗(l) = −
n∑
i=0

(
n

i

)
1

l!
lim
λ→l
λ/∈N0

i∑
j=0

i−j+1∑
v=0

(
n+ 1

n− i+ j

)(
i− j + 1

v

)
i!(n− i+ j)!

(n+ 1)!j!

×
(
∂

∂λ

)v [(
∂

∂ρ

)l
a∗i (ρ, λ)

∣∣∣
ρ=0

]
(−1)i−j+1−v(lnR∗)

i+1−vRl−λ∗

= −
n∑
i=0

(
n

i

)
1

l!
lim
λ→l
λ/∈N0

i+1∑
v=1

Rl−λ∗

(
∂

∂λ

)v [(
∂

∂ρ

)l
a∗i (ρ, λ)

∣∣∣
ρ=0

]
(lnR∗)

i+1−v

×
i+1−v∑
j=0

(
n+ 1

n− i+ j

)(
i− j + 1

v

)
i!(n− i+ j)!

(n+ 1)!j!
(−1)i−j+1−v.

The last equality holds because limλ→l,λ/∈N0
a∗i (ρ, λ) = 0. As

∑r
j=0

(
r
j

)
(−1)j =

(1− 1)r = 0 for r 6= 0, then

Π∗(l) = −
n∑
i=0

(
n

i

)
1

l!

1

i+ 1
lim
λ→l
λ/∈N0

i+1∑
v=1

Rl−λ∗

(
∂

∂λ

)v [(
∂

∂ρ

)l
ai(ρ, λ)

∣∣∣
ρ=0

]

× (lnR∗)
i+1−v(−1)i+1−v

(
i+ 1

v

) i+1−v∑
j=0

(
i+ 1− v

j

)
(−1)j

= −
n∑
i=0

(
n

i

)
1

l!

1

i+ 1

(
∂

∂λ

)i+1(
∂

∂ρ

)l
ai(ρ, λ)

∣∣∣
ρ=0, λ=l

.

Thus, (3.2) holds also for λ = l ∈ N0. ut

4 The Analytic Finite Part of a Divergent Integral

Let us now examine integrals∫ R

0

a(r, λ)r−λ−1(ln r)n dr, (4.1)

where n ∈ N0 and a(r, λ) satisfies the following conditions:

(AN1) for fixed r ∈ [0, R] the coefficient a(r, λ), as a function of λ, is analytic;

(AN2) for fixed λ ∈ C the coefficient a(r, λ), as a function of r belongs to
Cm,α[0, R], and

∣∣ ( ∂
∂r

)m
a(r, λ) −

(
∂
∂r

)m
a(r, λ)

∣∣
r=0

∣∣ 6 Mλr
α, 0 6 r 6 R

with an Mλ that is bounded on bounded subsets of C.

We define the analytic finite part of divergent integral (4.1) as follows: for
λ ∈ C\N0, Reλ < m+ α

a.f.p.

∫ R

0

a(r, λ)r−λ−1(ln r)n dr = f.p.

∫ R

0

a(r, λ)r−λ−1(ln r)n dr

=

∫ R

0

[
a(r, λ)−

m∑
k=0

1

k!

(
∂

∂r

)k
a(r, λ)

∣∣∣∣
r=0

rk
]
r−λ−1(ln r)n dr
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+

m∑
k=0

1

k!

(
∂

∂r

)k
a(r, λ)

∣∣∣∣
r=0

Rk−λ
n∑
j=0

(−1)n−j
n!

j!

(lnR)j

(k − λ)n−j+1
; (4.2)

while for λ = l ∈ N0, l < m+ α

a.f.p.

∫ R

0

a(r, l)r−l−1(ln r)n dr

= lim
λ→l
λ/∈N0

(
∂

∂λ

)n+1 [
(λ− l)n+1

(n+ 1)!
a.f.p.

∫ R

0

a(r, λ)r−λ−1(ln r)n dr

]
. (4.3)

Before we study the change of variables in a.f.p.-integrals we show that

a.f.p.

∫ R

0

a(r, l)r−l−1(ln r)n dr = f.p.

∫ R

0

a(r, l)r−l−1(ln r)n dr

− 1

l!

1

n+ 1

(
∂

∂λ

)n+1(
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0, λ=l

(4.4)

with l ∈ N0, l < m+ α. To demonstrate the last equality we use formula (4.2)
for points λ ∈ C\N0 on the right-hand side of (4.3) and note that by (AN1)
the integral and the terms in the corresponding sum with k 6= l are analytic
functions at λ = l. Thus (cf. (2.8))

a.f.p.

∫ R

0

a(r, l)r−l−1(ln r)n dr

=

∫ R

0

[
a(r, l)−

m∑
k=0

1

k!

(
∂

∂r

)k
a(r, l)

∣∣∣∣
r=0

rk
]
r−l−1(ln r)n dr

+

m∑
k=0
k 6=l

1

k!

(
∂

∂r

)k
a(r, l)

∣∣∣∣
r=0

Rk−l
n∑
j=0

(−1)n−j
n!

j!

(lnR)j

(k − l)n−j+1
+ Φ(l)

with

Φ(l) = lim
λ→l
λ/∈N0

(
∂

∂λ

)n+1 [
(λ− l)n+1

(n+ 1)!

1

l!

(
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0

Rl−λ

×
n∑
j=0

(−1)n−j
n!

j!

(lnR)j

(l − λ)n−j+1

]

= − 1

l!

1

n+ 1
lim
λ→l
λ/∈N0

n∑
j=0

1

j!
(lnR)j

(
∂

∂λ

)n+1 [
(λ− l)j

(
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0

Rl−λ
]
.

As terms with j 6= u converge to zero as λ→ l, we have

Φ(l) = − 1

l!

1

n+ 1
lim
λ→l
λ/∈N0

n∑
j=0

n+1∑
u=0

(
n+ 1

u

)
j!

(j − u)!j!
(lnR)j

× (λ− l)j−u
(
∂

∂λ

)n+1−u [(
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0

Rl−λ
]

Math. Model. Anal., 16(4):537–548, 2011.



546 K. Lätt

= − 1

l!

1

n+ 1
lim
λ→l
λ/∈N0

n∑
j=0

n+1−j∑
v=0

(
n+ 1

j

)(
n+ 1− j

v

)
(−1)n+1−j−v

×
(
∂

∂λ

)v (
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0

(lnR)n+1−vRl−λ.

Since
∑r
j=0

(
r
j

)
(−1)j = 0 for r 6= 0,

Φ(l) = − 1

l!

1

n+ 1
lim
λ→l
λ/∈N0

n+1∑
v=1

Rl−λ
(
∂

∂λ

)v (
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0

(lnR)n+1−v

× (−1)n+1−v
(
n+ 1

v

) n+1−v∑
j=0

(
n+ 1− v

j

)
(−1)j

− 1

l!

1

n+ 1
lim
λ→l
λ/∈N0

{(
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0

(lnR)n+1Rl−λ(−1)n+1

×
[ n+1∑
j=0

(
n+ 1

j

)
(−1)j − (−1)n+1

(
n+ 1

n+ 1

)]}

=
1

l!

(
∂

∂r

)l
a(r, l)

∣∣∣∣
r=0

(lnR)n+1

n+ 1
− 1

l!

1

n+ 1

(
∂

∂λ

)n+1(
∂

∂r

)l
a(r, λ)

∣∣∣∣
r=0, λ=l

.

Hence, according to (2.4) formula (4.4) holds.
To conclude, we show that, as in article [12], the biggest advantage of a.f.p.

concept over f.p. is that the formula for change of variables does not contain
a correction term. That is, the following result holds for change of variables in
a.f.p.-integrals.

Theorem 3. Assume that a(r, λ) satisfies conditions (AN1) and (AN2) and
g(ρ) satisfies conditions (3.1). Then for Reλ < m + α, both in the case of
λ ∈ C\N0 and the case of λ = l ∈ N0, one has the formula

a.f.p.

R∫
0

a(r, λ)r−λ−1(ln r)n dr =

n∑
i=0

(
n

i

)
a.f.p.

R∗∫
0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ (4.5)

with ai(ρ, λ) = a
(
g(ρ), λ

)
g1(ρ)−λ−1g′(ρ)

(
ln g1(ρ)

)n−i
, i = 0, 1, . . . , n.

Proof. If λ ∈ C\N0, Reλ < m + α, then according to (4.2) a.f.p. is equal to
f.p. and thus (4.5) follows from Theorem 2.

Now let λ = l ∈ N0, l < m+ α. The analytic finite part of integral (4.1) is
defined by (4.3), on the right-hand side of which, for points λ ∈ C\N0, we can
make the change of variables

a.f.p.

∫ R

0

a(r, λ)r−λ−1(ln r)n dr = f.p.

∫ R

0

a(r, λ)r−λ−1(ln r)n dr
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=

n∑
i=0

(
n

i

)
f.p.

∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ

with ai(ρ, λ) = a
(
g(ρ), λ

)
g1(ρ)−λ−1g′(ρ)

(
ln g1(ρ)

)n−i
, i = 0, 1, . . . , n. So,

a.f.p.

∫ R

0

a(r, l)r−l−1(ln r)n dr =

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
∂

∂λ

)n+1

×
[

(λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ

]
. (4.6)

As a consequence of (4.2) and (4.3), formula

lim
λ→l
λ/∈N0

(
∂

∂λ

)n+1 [
(λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ

]

= a.f.p.

∫ R∗

0

ai(ρ, l)ρ
−l−1(ln ρ)i dρ (4.7)

holds for i = 0, 1, . . . , n. By combining (4.6) and (4.7) we obtain (4.5) for
λ = l ∈ N0:

a.f.p.

∫ R

0

a(r, l)r−l−1(ln r)n dr

=

n∑
i=0

(
n

i

)
lim
λ→l
λ/∈N0

(
∂

∂λ

)n+1 [
(λ− l)n+1

(n+ 1)!
f.p.

∫ R∗

0

ai(ρ, λ)ρ−λ−1(ln ρ)i dρ

]

=

n∑
i=0

(
n

i

)
a.f.p.

∫ R∗

0

ai(ρ, l)ρ
−l−1(ln ρ)i dρ. ut
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