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Abstract. An efficient multigrid finite element method for vector problems on tri-
angular anisotropic semi-structured grids is proposed. This algorithm is based on
zebra line-type smoothers to overcome the difficulties arising when multigrid is ap-
plied on stretched meshes. In order to choose the type of multigrid cycle and the
number of pre- and post-smoothing steps, a three-grid Fourier analysis is done. To
this end, local Fourier analysis (LFA) on triangular grids for scalar problems is ex-
tended to the vector case. To illustrate the good performance of the method, a system
of reaction-diffusion is considered as model problem. A very satisfactory global con-
vergence factor is obtained by using a V(0,2)-cycle for domains triangulated with
highly anisotropic meshes.
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1 Introduction

One of the most important aspects in the numerical solution of systems of
partial differential equations is the efficient solution of the corresponding large
systems of equations arising from their discretization. In the 70’s, multigrid
methods [4, 8] were developed having the nice property that the required work
for solving these systems was of the order of the number of unknowns, at least
for elliptic problems. Nowadays, these methods are very popular among scien-
tists and they have been extended and applied to more complicated problems,
for example see [13]. There are two basic approaches to multigrid solvers:
geometric and algebraic multigrid. Whereas in geometric multigrid a hierar-
chy of grids must be proposed, in algebraic multigrid no information is used
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concerning the grid on which the governing PDE is discretized. This approach
only uses information contained in the algebraic equations, what makes it more
suitable for unstructured grids and for problems with large variations in the
coefficients of the PDE. While algebraic multigrid is capable of handling large
problems with irregular structure, geometric multigrid always has a lower cost
per iteration, because of its ability to take advantage of the geometry within
the data structures used. On the other hand, the development of AMG meth-
ods for systems of PDEs is far from complete. For example, AMG schemes do
not demonstrate their typical efficiency for many current application problems.
Some contributions towards the development of AMG methods for systems of
PDEs can be found in [7, 11]. For example, in [3], a reaction-diffusion system
similar to that considered here is solved by an AMG method, and there it is
reported that the convergence factor of the AMG iteration does not scale as is
the case in the geometric multigrid methods when the number of pre- and post-
smoothing steps increases. An alternative to the use of AMG for unstructured
grids is proposed here for relatively complex domains. This methodology is
based on considering semi-structured grids, making possible the efficient im-
plementation of a geometric multigrid algorithm.

Geometric multigrid methods strongly depend on their user-chosen com-
ponents. Particularly, the smoother, transfer operators, number of pre- and
post-smoothing steps, type of cycle (e.g. V-cycle versus W-cycle) and so on,
have to be selected for each concrete problem. To choose suitable components,
a useful tool, introduced by Brandt in 1977 [4], is local Fourier analysis. From
the practical point of view, this analysis is very helpful because it provides
a very realistic estimate of the asymptotic convergence factor of the multigrid
method. The most common approaches of this analysis are the Fourier one-grid
(smoothing) and two-grid analysis, however, at least a three-grid analysis must
be considered if the influence of the type of cycle or/and the different number
of pre- and post-smoothing steps needs to be investigated, see [14, 15].

In many PDE models, the anisotropic behavior of the solution can demand
the use of anisotropic grids in order to provide an optimal numerical resolu-
tion. Anisotropic meshes are also required if the computational domain has an
stretched structure, because in this case the use of more regular grids would im-
ply a big amount of nodes. In practice, the characteristics of this type of grids
can seriously influence the convergence of some solvers because they do not
take into account the mesh geometry. For some applications the anisotropic
grid is slightly modified to a more regular mesh in order to obtain a better
performance of the solver. However, geometric multigrid methods by using
semi-coarsening or line-wise smoothing are an exception of this behavior and
become very efficient solvers on highly anisotropic meshes. As a consequence,
the use of semi-structured grids combined with geometric multigrid methods
can provide a suitable framework for the efficient resolution of many prob-
lems requiring anisotropic meshes. In general, semi-structured grids consist
of the construction of a purely unstructured input grid, which is assumed to
be the coarsest mesh, and a regular refinement on each patch-wise element.
This framework offers additional advantages with regard to the memory re-
quirements. Exploiting the regularity of the grid, geometric multigrid methods
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can be implemented using stencil-based operations, that is, if finite element
discretizations are considered it is not necessary to construct the global ma-
trix by assembly, drastically reducing the memory required, see [2]. Another
interesting point is to use the LFA on triangular grids [5] to choose the good
components of the multigrid method for each triangular input block, taking
into account the particular geometry of the grid on each patch. This strategy
has been performed for scalar problems, and its extension to vector problems
is pointed out in this paper. From this analysis, zebra line-type smoothers ap-
pear as a good relaxation method for these anisotropic semi-structured grids,
providing a very efficient multigrid algorithm.

The structure of the paper is as follows. In Section 2, Fourier two-grid
analysis on triangular grids is extended to the case of systems of PDEs and a
three-grid analysis is also presented in order to get more insight on the behavior
of the multigrid method, in particular to study the different performance of V-
and W-cycles and the number of pre- and post-smoothing steps, which can not
be shown by the two-grid analysis. Section 3 is devoted to present some LFA
results, based on zebra-type relaxation, and some numerical experiments with
anisotropic meshes, which appear in a natural way from the characteristics
of the problem. In the numerical experiments, it will be seen that a V(0,2)
multigrid method seems to be a very good solver for the proposed problems.

2 Fourier Analysis

2.1 General definitions

Local Fourier Analysis is a powerful tool for the design of efficient multigrid
methods on regular structured grids. This analysis is mainly based on the
Fourier transform. This technique has been widely used in the framework of
discretizations on rectangular grids, and recently a generalization to triangular
grids has been proposed in [5] for the scalar case. The key to carrying out
this generalization is to write the Fourier transform using coordinates in non-
orthogonal bases fitting the structure of the grid. In order to extend the LFA
to the case of systems of PDEs, a new expression of the Fourier transform for
vector functions is considered.

To this end, we establish a non-orthogonal unitary basis of R2, {e′1, e
′

2}, with
0 < γ < π being the angle between the vectors of the basis. We also consider
its reciprocal basis {e′′1 , e

′′

2}, i.e., (e′i, e
′′

j ) = δij , 1 ≤ i, j ≤ 2, where (·, ·) is the

usual inner product in R2 and δij is the Kronecker’s delta, see Figure 1. The
coordinates of a point in these bases, {e′1, e

′

2} and {e′′1 , e
′′

2}, are y′ = (y′1, y
′

2)
and y′′ = (y′′1 , y

′′

2 ), respectively, just like y = (y1, y2) in the canonical basis
{e1, e2}. By applying the changes of variables x = F(x′) and θ = G(θ′′) to
the usual Fourier transform formula, it results in

û(G(θ′′)) =
sin γ

2π

∫

R2

e−iG(θ′′)·F(x′)u(F(x′)) dx′,

and its corresponding back transformation formula with coordinates in a non-
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Figure 1. Reciprocal bases in R2.

orthogonal basis, results in the following

u(F(x′)) =
1

2π sin γ

∫

R2

eiG(θ′′)·F(x′)û(G(θ′′)) dθ′′.

Since the new bases are reciprocal bases, the inner product G(θ′′) ·F(x′) is
given by θ′′1x

′

1 + θ′′2x
′

2. Using previous expressions, a discrete Fourier transform
for non-rectangular grids can be introduced. With this purpose, a uniform
infinite grid is defined,

Gh =
{
x′ = (x′

1, x
′

2)
∣∣ x′

i = kihi, ki ∈ Z, i = 1, 2
}
, (2.1)

where h = (h1, h2) is a grid spacing. We introduce the following inner product
between two discrete (1× q)−grid functions uh and vh, defined on Gh,

< uh,vh >= h1h2 sin γ
∑

x′∈Gh

(
uh(x

′),vh(x
′)
)
,

where (·, ·) denotes the usual inner product in Cq. From the definition of this
inner product, an associated norm for vector grid functions is obtained, and we
can introduce the following space of grid functions

(l2h(Gh))
q = {vh : Gh → C

q | ‖vh‖ < ∞}.

Now, for a vector (1 × q)−grid function uh ∈ (l2h(Gh))
q, the discrete Fourier

transform results

ûh(θ
′′) =

h1h2 sin γ

2π

∑

x′∈Gh

e−i(θ′′

1
x′

1
+θ′′

2
x′

2
)uh(x

′),

and its inverse Fourier transformation can be defined by

uh(x
′) =

1

2π sin γ

∫

Θh

ei(θ
′′

1
x′

1
+θ′′

2
x′

2
)ûh(θ

′′) dθ′′, (2.2)

where θ′′ = (θ′′1 , θ
′′

2 ) ∈ Θh = (−π/h1, π/h1]×(−π/h2, π/h2] are the coordinates
of the point θ′′1e

′′

1 + θ′′2e
′′

2 in the frequency space.
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Considering the scalar Fourier modes, ϕh(θ
′′,x′) = eiθ

′′

1
x′

1 eiθ
′′

2
x′

2 , their vec-
tor counterparts are ϕh(θ

′′,x′) := ϕh(θ
′′,x′) · I, where I = (1, . . . , 1)t ∈ Rq,

x′ ∈ Gh, and θ′′ ∈ Θh. They give rise to the Fourier space,

F(Gh) = span{ϕh(θ
′′, ·) | θ′′ ∈ Θh}.

From (2.2), it follows that each vector discrete function uh(x
′) ∈ (l2h(Gh))

q

can be written as a formal linear combination of the Fourier modes, which are
linearly independent discrete functions.

 

 

 

 

 

 

a) b)

Figure 2. Grids: a) regular triangular grid on a fixed coarse triangle T , b) its extension to
an infinite grid.

Let Th be a regular triangular grid on a fixed coarse triangle T (see the
left picture of Figure 2). Th is extended to the infinite grid Gh given before,
where e′1 and e′2 are unit vectors indicating the direction of two of the edges of
T , and such that Th = Gh

⋂
T (see the right picture of Figure 2). Neglecting

boundary conditions and/or connections with other neighbouring triangles of
the coarsest grid, the discrete problem Lhuh = fh can be extended to the whole
grid Gh, and the equations corresponding to a fixed grid point x′ ∈ Gh are




L1,1
h · · · L1,q

h
...

. . .
...

Lq,1
h · · · Lq,q

h







u1
h
...
uq
h


 =




f1
h
...
f q
h


 ,

where Li,j
h are assumed to be scalar operators with constant coefficients on

the infinite grid Gh, in such a way that each of these operators corresponds
to a stencil. As is well known, vector Fourier modes ϕh(θ

′′,x′) are formal
eigenfunctions of the discrete operator Lh. More precisely, it is fulfilled

Lhϕh(θ
′′,x′) = L̃h(θ

′′)ϕh(θ
′′,x′) =




L̃1,1
h (θ′′) · · · L̃1,q

h (θ′′)
...

. . .
...

L̃q,1
h (θ′′) · · · L̃q,q

h (θ′′)


ϕh(θ

′′,x′),
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where the (q × q)−matrix L̃h(θ
′′), consisting of scalar Fourier symbols, is the

Fourier symbol of Lh. In the following we will denote the Fourier symbol of an
operator with ˜.

Using standard coarsening, high and low frequency components on Gh are
distinguished, in the way that the subset of low frequencies is defined by
Θ2h = (−π/2h1, π/2h1] × (−π/2h2, π/2h2], and the subset of high frequen-
cies is defined as Θh \Θ2h, (see Fig. 3).

  

 

  

 

 

 

 

0 

0 

 

 

    

 

Figure 3. High (shaded region) and low (white region) frequencies for standard coarsening.

For simplicity in notation, in the following we will use x = (x1, x2) and θ =
(θ1, θ2) as the coordinate vectors in the bases {e′1, e

′

2} and {e′′1 , e
′′

2}, respectively.
From these definitions, a smoothing analysis can be performed straightfor-

wardly as in rectangular grids, and smoothing factors for relaxing methods can
be well defined. This analysis investigates the influence of a smoothing op-
erator on the high-frequency error components, assuming an ideal coarse-grid
operator which annihilates the low-frequency error components and leaves the
high-frequency components unchanged. However, if we want to get more in-
sight into the structure of a multigrid algorithm, including the effects of grid
transfers in addition to the smoothing by relaxation, it is helpful to perform a
two- or three-grid analysis, as we explain next.

2.2 Two-grid analysis

In order to investigate the interplay between relaxation and coarse grid cor-
rection, which is crucial for an efficient multigrid method, it is convenient to
perform a two-grid analysis which takes into account the effect of transfer op-
erators. Let um

h be an approximation of uh. The error emh = um
h −uh is trans-

formed by a two-grid cycle as em+1
h = M2h

h emh , where M2h
h = Sν2

h K2h
h Sν1

h is the
two-grid operator, K2h

h = Ih −Ph
2h(L2h)

−1R2h
h Lh is the coarse grid correction

operator and Sh is a smoothing operator on Gh with ν1 and ν2 indicating the
number of pre– and post–smoothing steps respectively. In the definition of
K2h

h , L2h is the coarse grid operator and Ph
2h, R

2h
h are transfer operators from

coarse to fine grids and vice versa. The two–grid analysis is the basis for the
classical asymptotic multigrid convergence estimates, and the spectral radius
ρ(M2h

h ) of the operator M2h
h indicates the asymptotic convergence factor of the



Multigrid LFA on Semi-Structured Anisotropic Meshes 45

two-grid method.
In order to guarantee that nonsingular Fourier symbols L̃h(θ) and L̃2h(2θ)

are taken, we restrict our considerations to Θ̃2h = Θ2h \ Ψ , with

Ψ = {θ00 ∈ Θ2h | det(L̃2h(2θ
00)) = 0, or det(L̃h(θ

ij)) = 0, i, j ∈ {0, 1}},

where

θ10 = θ00 − (sign(θ001 )π/h1, 0), θ01 = θ00 − (0, sign(θ002 )π/h2),

θ11 = θ00 − (sign(θ001 )π/h1, sign(θ
00
2 )π/h2),

being θ001 and θ002 the coordinates of θ00 in the basis {e′′1 , e
′′

2}. As is well known,
assuming standard coarsening, the coarse grid correction operator K2h

h cou-

ples four Fourier components. Each low frequency θ00 ∈ Θ̃2h is coupled with
three high frequencies, θ10, θ01, and θ11, see Figure 4. These frequencies com-
pose the four-dimensional subspaces F4(θ00) of 2h-harmonics, which remain
invariant under K2h

h . The same invariance property holds for many well–known
smoothers, such as some line-wise smoothers. Therefore, the two–grid operator
M2h

h = Sν2
h K2h

h Sν1
h also leaves the 2h–harmonic subspaces invariant, and as a

consequence it is equivalent to a block-diagonal matrix, consisting of (4q×4q)–
blocks, denoted by

M̂2h
h (θ00) = (Ŝh(θ

00))ν2K̂2h
h (θ00)(Ŝh(θ

00))ν1 ,

with θ00 ∈ Θ̃2h, and where the Fourier representation of the relaxation method
is a (4q×4q)-matrix, Ŝh(θ

00), and the block-matrix representation of the coarse
grid correction in the subspace F4(θ00) is given by

K̂2h
h (θ00) = Îh − P̂h

2h(θ
00)(L̂2h(θ

00))−1R̂2h
h (θ00)L̂h(θ

00) ∈ C
4q×4q,

being Îh, L̂2h(θ
00), L̂h(θ

00), R̂2h
h (θ00) and P̂h

2h(θ
00) the Fourier representa-

tions in F4(θ00) of the operators involved in the coarse grid correction. As
a consequence, the spectral radius ρ(M2h

h ) can be calculated by means of the
spectral radius of (4q× 4q)–matrices, so it is possible to determine the asymp-
totic two–grid convergence factor as:

ρ(M2h
h ) = max

θ00
∈Θ̃2h

ρ(M̂2h
h (θ00)).

2.3 Three-grid analysis

Due to the recursivity of the definition of a k-grid method, the two-grid analysis
introduced previously can be generalized to a k-grid analysis. Since a three-
grid analysis can be enough to obtain a comprehensive insight into a multigrid
method, we are going to introduce this technique which is very useful to see
the difference between the different performances of V- and W-cycles and the
influence of different number of pre- and post-smoothing steps. Moreover, this
analysis gives the opportunity of obtaining a more accurately analysis of the
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Figure 4. Frequencies coupled by a two-grid and a three-grid iteration, which generate the
space of 2h- and 4h- harmonics.

coarse-grid correction, and therefore it is especially helpful for problems with
difficulties on coarse-grid corrections or when different discretizations are used
on coarser grids. The error transformation by a three-grid cycle is given by
em+1
h = M4h

h emh , with

M4h
h = Sν2

h K4h
h Sν1

h = Sν2
h (Ih −Ph

2h(I2h − (M4h
2h)

γ)(L2h)
−1R2h

h Lh)S
ν1
h ,

where M4h
2h is defined as

M4h
2h = Sν2

2h(I2h −P2h
4h(L4h)

−1R4h
2hL2h)S

ν1
2h,

being γ the number of two-grid iterations (notice that γ = 1 corresponds to a
V-cycle, whereas γ = 2 corresponds to a W-cycle).

In order to perform a three-grid analysis we have to take into account that
not only in the transition from Gh to G2h but also in the transition from
G2h to G4h (where G2h and G4h are the coarse meshes, obtained by standard
coarsening, and defined analogously to Gh in (2.1)), four Fourier frequencies
are coupled, see Figure 4. Therefore, the three-grid operator couples 16 Fourier
frequencies, which set up the subspaces of 4h-harmonics (composed of four
subspaces of 2h-harmonics), F16(θ00), θ00 ∈ Θ̃4h = Θ4h \ Ψ4h, where Θ4h =

(−π/4h1, π/4h1]× (−π/4h2, π/4h2], and Ψ4h = {θ00 ∈ Θ4h | det(L̃4h(4θ
00)) =

0, or det(L̃2h(2θ
00
ij )) = 0, or det(L̃h(θ

ij
nm)) = 0, i, j, n,m ∈ {0, 1}}, where

θ00
ij = θ00 − (iπ sign(θ001 )/2h1, jπ sign(θ002 )/2h2)

θij
nm = θ00

nm − (iπ sign((θ00nm)1)/h1, jπ sign((θ00nm)2)/h2).

Hence, this operator can be represented in Fourier space by a block matrix
consisting of (16q × 16q)−blocks, and analogously to the definition of the
asymptotic convergence factor for the two-grid analysis, we can define it for
the three-grid analysis as

ρ(M4h
h ) = max

θ00
∈Θ̃4h

ρ(M̂4h
h (θ00)).
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3 Numerical Experiments

In order to see the utility of the previous local Fourier analysis, and in particular
of the three-grid analysis, the following reaction–diffusion system with Dirichlet
boundary conditions is considered,

{
−α1∆p1 + κ(p1 − p2) = f1,

−α2∆p2 + κ(p2 − p1) = f2.
(3.1)

This system is the stationary version of Barenblatt’s equations for fluid flow
through fractured porous media, using the double-porosity approach (see [1, 9]).
The fluid transport within a porous medium which contains both open fractures
and interconnected pore spaces is described by this system of equations giving
the pressures, p1 and p2, in each one of the flow systems, that is, p1 in the
pores and p2 in the fractures. In both equations there is a term representing
an exchange between fissures and pores, which is proportional to the difference
of pressures, where the proportionality term κ is a transfer coefficient. The

diffusion coefficients are given by α1 =
κ1

η
and α2 =

κ2

η
, where κ1 and κ2 are

the permeability associated with the pores and fractures respectively, and η is
the dynamic viscosity of the fluid.

For the numerical experiments presented in this section, the values of the
parameters will be taken as α1 = 10−2, α2 = 10−3, and κ = 10−4, and the
triangulation of the computational domains will be done with semi-structured
anisotropic grids.

Due to the semi-structured character of the considered mesh, a very effi-
cient storage of the discrete operator is done. Since the grid inside each coarse
triangle of the input grid is constructed by regular refinement, only one stencil
suffices to represent the discrete operator for inner points to this triangle, avoid-
ing to assemble the corresponding stiffness and mass matrices, which would be
composed of rows with the same numerical values but in different locations.
Therefore, considering a linear finite element discretization of problem (3.1),
the following discrete operator appears for interior points, after normalization:

Lh =

(
−α1∆h + κMh −κMh

−κMh −α2∆h + κMh

)
, (3.2)

where ∆h, and Mh are the discretizations of the Laplacian and the reactive
term, respectively. Besides, also a stencil can be associated with the points
lying on the edges of these coarse triangles, and an operator in stencil form
similar to (3.2) can be defined for the points associated with each edge. Then,
only four stencils are enough to store the discrete operator corresponding to
each triangle of the coarsest mesh, whereas it is necessary to assemble the global
matrix associated with the vertexes of the coarsest triangulation, due to the
totally unstructured character of the coarsest grid. Moreover, the computations
necessary to construct these stencils can be simplified by considering a reference
stencil computed on a reference hexagon and applying an affine transformation
similar to that used in the usual assembly process for FEM. This efficient
implementation was recently proposed in [6].

Math. Model. Anal., 15(1):39–54, 2010.
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It is well-known that the design of an efficient multigrid method for a given
problem strongly depends on the choice of adequate components of the algo-
rithm. Here linear interpolation and its adjoint as the restriction are consid-
ered, and the discretization on coarse meshes is done by directly discretizing
the equations on each grid. The choice of a suitable smoother is the key for an
efficient behavior of the method in many cases. The relaxation process has to
be chosen according to the characteristics of both the problem and the struc-
ture of the mesh. The shape of the triangles which compose the coarsest mesh
has a big influence on the efficiency of the smoother, as it was shown for some
scalar problems in [5], where a three-color smoother was preferred for equilat-
eral and quite regular triangles and line-wise smoothers were necessary when
the triangles of the coarsest triangulation had some small angle.
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2 

2 

2 

1 

1 

1 

a) b)

Figure 5. Isosceles triangle with common angle 80o, and zebra-type smoother corresponding
to the smallest angle of the triangle.

As commented before, in the experiments presented in this paper, we deal
with triangulations of the domain composed of elongated triangles. So, analo-
gously to the rectangular grids case (see [12]), the anisotropy of the grid requires
the use of line-type smoothers associated with the smallest angle of the coars-
est triangle. In rectangular grids, zebra-type relaxation (line-wise relaxation
analog to point-wise red-black smoothing) is preferred to the lexicographic line-
wise relaxation due to the fact that the obtained convergence factors are better
than those corresponding to the lexicographic line-wise smoother, see [12]. This
zebra-type relaxation consists of the performance of two half-steps: in the first
one even lines are relaxed, whereas odd lines are processed in the second half-
step, using the updated approximations obtained on the even lines (x-line zebra
smoother). It can be done the same with the columns of the grid (y-line ze-
bra smoother). Analogously on triangular grids three zebra-type smoothers
can be defined associated with the three directions of the edges of the trian-
gle, and correspondingly with its three vertexes. In Figure 5b the zebra-type
smoother corresponding to the smallest angle of an isosceles triangle is shown.
Approximations at points marked by 1 are updated in the first half-step of the
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relaxation, and those marked by 2 in the second one.
These zebra-type smoothers on triangular grids, like standard line-wise

smoothers, give better results when they are carried out in the direction of
the opposite edge to the smallest angle of the triangle. This behavior can
be seen in Figure 6, where for different triangles given in function of two of
their angles α, and β, the spectral radius of the three-grid operator, ρ(M4h

h ),
predicted by the 3-grid LFA analysis, with a V-cycle with no pre- and two post-
smoothing steps and considering the zebra-smoother associated with the angle
(180o−α− β), is depicted. It can be observed that the best values are around
0.05, and they are reached on a wide region corresponding to small values of
the angle (180o − α− β).
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Figure 6. Spectral radius ρ(M4h
h

) for a V(0,2) and zebra-smoother for different triangles
in function of two of their angles.

In order to choose an efficient algorithm for model problem (3.1), in Ta-
ble 1 the behavior of V- and W-cycles with different number of pre- and post-
smoothing steps is analyzed. As domain, we consider an isosceles triangle of
common angle 80o, see Figure 5a, which is representative of the type of triangles
used on the coarsest triangulations of the computational domains appearing in
the numerical experiments, where Dirichlet boundary conditions are considered.
The asymptotic convergence factors predicted by a two-grid and a three-grid
local Fourier analysis, ρ2g, and ρ3g, are shown together with the experimentally
measured convergence rates ρh(kg), that is the asymptotic value of the ratio
between the norm of the residuals resulting from two successive k-grid cycles,
obtained with a random initial guess and zero right-hand side. In particular,
convergence rates for k = 3 and k = 10 grids, that is ρh(3g), and ρh(10g),
respectively, are presented, by considering the same finest grid resolution. It is
observed that the differences in the performance of a V-cycle and a W-cycle are
not displayed by the two-grid analysis, whereas the three-grid analysis predicts
accurately their different behavior, as well as the differences with regard to the
number of pre- and post-smoothing steps. The LFA two-grid and three-grid
predictions for the W-cycle are equal, and there is no difference in the behavior
of this type of cycle with respect to the number of pre- and post-smoothing
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steps. A surprising fact in the performance of the V(0,2)-cycle can be also
observed, that is the asymptotic convergence factor given by a three-grid LFA
is enough to accurately predict the real asymptotic convergence of the method
for any number of grids.

Table 1. LFA two–grid, ρ2g , and three-grid, ρ3g , convergence factors, and experimen-
tally measured asymptotic convergence rates obtained with a zebra-type smoother for
an isosceles triangle of common angle 80o.

cycle(ν1, ν2) ρ2g ρ3g ρh(3g) ρh(10g)

V(1, 1) 0.049 0.073 0.073 0.088
V(2, 0) 0.049 0.073 0.074 0.122
V(0, 2) 0.049 0.048 0.047 0.047

W(1, 1), W(2, 0), W(0, 2) 0.049 0.049 0.048 0.048

From these results and due to the fact that V-cycles are less expensive than
W-cycles, a V-cycle with zero pre- and two post-smoothing steps seems to be a
very efficient choice for the resolution of problem (3.1) on a triangular domain
with the geometry previously described, when a zebra-smoother associated with
the smallest angle of the triangle is used.

Next, some numerical experiments are presented to illustrate the good per-
formance of the proposed algorithm based on a V(0,2)-cycle. First, a homoge-
neous version of problem (3.1) is solved on the domain depicted in Figure 7.

 

 

 

,      

Figure 7. Domain problem for the first numerical experiment, with boundary conditions,
and coarsest grid consisting of 12 triangles.

Homogeneous Dirichlet boundary conditions are prescribed in the whole
boundary except at the left bottom part, where both unknowns are fixed to
be equal to one. The domain is composed of three parallelograms with a ratio
between their dimensions of about 1 : 5. The considered coarsest triangulation,
also displayed in this figure, is composed of twelve triangles with small angle of
23.2o or 26.5o, what makes suitable the application of zebra-type smoothers.
Once this coarsest triangulation is fixed, a regular refinement process is applied
to each triangular block until to get the desired fine scale to approximate the
solution of the problem. Notice that such an anisotropic meshing leads to
significant savings in total number of grid points and the solution costs.

Due to the semi-structured character of the grid, each coarse triangle can
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be treated as a different block in the smoothing process. So, it is possible
to apply on each triangle the zebra-smoother corresponding to the smallest
angle. Moreover, as on each coarse triangle the refinement is done regularly,
it is feasible the application of local Fourier analysis in order to obtain the
local asymptotic convergence factor corresponding to each triangle, and as a
consequence, an estimate of the global convergence factor, taking into account
the worst of them. From this analysis for each triangular block, factors of 0.047
and 0.045 for coarse triangles with small angle of 23.2o and 26.5o, respectively,
are obtained, being therefore the worst 0.047. This means that we expect a
factor around this value for the global convergence of the proposed multigrid
method.

The obtained multigrid convergence for this problem is shown in Figure 8
for different number of refinement levels, being the stopping criterion that the
absolute maximum residual over all unknowns should be less than 10−10. It
can be seen that this convergence is independent of the space discretization
parameter, and also that the obtained results are very satisfactory, since the
residual is reduced in a few iterations. Moreover, an asymptotic convergence
factor about 0.056 is obtained by taking zero right-hand side and a random
initial guess, being this value very close to the one predicted by LFA.
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Figure 8. Multigrid convergence for model problem (3.1) with V(0,2) using a zebra-type
smoother, for the first numerical experiment.

In the second numerical experiment, an example where the solution dis-
plays anisotropic behavior, and thus demands the use of anisotropic grids,
is studied. Model problem (3.1) is considered with right-hand sides f1 and
f2, and Dirichlet conditions such that the exact solution is given by p1 =
x2 + 50y2 + 0.01 cos(π(x+ y)), and p2 = x2 + 80y2 + 0.01 cos(π(x+ y)), which
exhibit a strong anisotropic performance. If one hopes to provide a good rep-
resentation of the solution, the triangulation may inevitably produce elements
with small angles. The computational domain is taken as the unit square,
and the coarsest triangulation must be chosen such that the mesh elements
are stretched in the x-direction, as indicated in Figure 9, where the particu-
lar coarsest mesh considered in this example is shown. It is composed of 10
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triangles with smallest angle around 11o, what makes appropriate the use of
zebra-type smoothers.

0 1 

1 

 

Figure 9. Domain problem for the second numerical experiment, and coarsest grid consist-
ing of 10 triangles.

Thus, the same strategy applied to the previous example is suitable for this
second experiment, i.e. a V(0,2) with the corresponding zebra-line smoother
for each triangle is performed. In Table 2, the number of iterations necessary
to reduce the initial residual with a factor of 10−10, together with the number
of elements and the number of unknowns of the problem are shown for different
refinement levels. It is observed that the convergence of the method is inde-
pendent of the number of refinement levels and very satisfactory, due to the
fact that the residual is reduced in only 10 iterations.

Table 2. Number of multigrid cycles for the resolution of the second numerical
experiment with V(0,2) using a zebra-type smoother, for different refinement levels.

No. of levels No. of elements No. of unknowns No. of cycles

6 10240 10626 10
7 40960 41730 10
8 163840 165378 10
9 655360 658434 10
10 2621440 2627586 10

For this problem, the asymptotic convergence factor experimentally ob-
tained with a random initial guess and zero right-hand sides is about 0.12.
This discrepancy with the predicted LFA factor is due to the difficulties that
appear in this type of problems, where line-type smoothers are applied on a grid
divided on several blocks, see [10]. In that work, several strategies (extra up-
date of the overlap regions and additional boundary relaxations) were proposed
to manage that the convergence rate of multigrid could not be much affected by
grid partitioning. In this experiment, we have followed these recommendations
together with the use of an over-relaxation parameter in the smoother of value
1.25. Notice that the convergence factors obtained with these strategies are
very satisfactory.
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4 Conclusions

Many problems of interest require extremely anisotropic meshes because either
the computational domain is very elongated or the solution of the problem has
an anisotropic behavior. It is well-known that the performance of many solvers
suffers when this kind of grids are considered. Taking advantage of the fact
that geometric multigrid methods on structured grids are an exception, here
an effective multigrid method on semi-structured triangular grids, based on a
zebra line-type smoother, is proposed. In this algorithm the components of the
multigrid method are chosen in function of the shape of each input element of
the coarsest grid. With the help of a three-grid Fourier analysis on triangular
grids for vector problems, a V(0,2) multigrid cycle is chosen yielding a powerful
solver.
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