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Abstract. In this paper, a three-dimensional eco-epidemiological model with delay
is considered. The stability of the two equilibria, the existence of Hopf bifurcation and
the permanence are investigated. It is found that Hopf bifurcation occurs when the
delay τ passes a sequence of critical values. Moreover, by applying Nyquist criterion,
the length of delay is estimated for which the stability continues to hold. Numerical
simulation with a hypothetical set of data has been done to support the analytical
results.
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1 Introduction

The mathematical modelling of epidemics has become a very important subject
of research after the pioneering work of Kermac and Mckendrick (1927) on SIRS
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(susceptible-infected-removed-susceptible) systems, in which the evolution of a
disease which gets transmitted upon contact is described. Important studies in
the next decades have been carried out, with the aim of controlling the effects
of diseases and of developing suitable vaccination strategies (Hethcote, [17];
Wang and Ma, [34]; Liu et al., [27]; Bhunu and Garira, [4]; Magombedze et
al., [28]; Samanta, [31]). After the seminal models of Vito Volterra and Alfred
James Lotka in the mid 1920s for predator-prey interactions, mutualist and
competitive mechanisms have been studied extensively in the recent years by
researchers (Hsu et al., [20]; Kuang et al., [24]; Hwang,[23]).

In the natural world, however, species do not exist alone. It is of more bi-
ological significance to study the persistence-extinction threshold of each pop-
ulation in systems of two or more interacting species subjected to parasitism.
Mathematical biology, namely predator-prey systems and models for transmis-
sible diseases are major fields of study in their own right. But little attention
has been paid so far to merge these two important areas of research (Haque
M. and Venturino E., [14]; Haque M. and Venturino E., [15]; Greenhalgh D.
and Haque M., [11]; Liu M.X., Jin Z. and Haque M., [26]; Venturino E. [33];
Xiao and Chen, [35, 36]; Hethcote, Wang et al., [18]). In order to study the
influence of disease on an environment, two or more interacting species should
be presented. In this paper, we shall focus on such an eco-epidemiological sys-
tem consisting of three species, namely, the sound prey (which is susceptible),
the infected prey (which becomes infective by some viruses) and the predator
population. We will be concerned with the effect of time delay and a nonlinear
incidence rate on the dynamics of an eco-epidemiological model.

We have two populations: the prey, whose total population density is de-
noted by N(t) and the predator, whose population density is denoted by P (t).

We make the following assumptions:

(A1) In the absence of infection and predation, the prey population density
grows logistically with carrying capacity K > 0 and an intrinsic birth
rate constant (r > 0) (Greenhalgh D. and Haque M., [11]; Haque M. and
Venturino E., [14])

dS(t)

dt
= rS(t)

(

1− S(t)

K

)

. (1.1)

(A2) In the presence of disease, the total prey population N(t) is divided into
two distinct classes, namely, susceptible population S(t) and infected pop-
ulation I(t) (Greenhalgh D. and Haque M., [11]; Haque M. and Venturino
E., [14]). Therefore, at any time t, the total density of prey population
is N(t) = S(t) + I(t).

(A3) We assume that only susceptible prey S(t) are capable of reproducing
with logistic law (1.1); i.e., the infected prey I(t) are removed by death
(say its death rate is a positive constant µ), or by predation if only sus-
ceptible preys can reproduce, then infected prey have no possibility of
reproducing. However, the infective population I(t) still contributes with
S(t) to population growth toward the carrying capacity (Greenhalgh D.
and Haque M., [11]; Haque M. and Venturino E., [14]).
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(A4) Capasso and Serio [6] introduced a saturated incidence rate g(I(t))S(t)
into epidemic models, where g(I(t)) tends to a saturation level when I(t)
gets large, i.e., g(I(t)) = βI(t)/(1 + αI(t)), where βI(t) measures the
infection force of the disease and 1/(1 + αI(t)) measures the inhibition
effect from the behavioural change of the susceptible individuals when
their number increases or from the crowding effect of the infective in-
dividuals. This incidence rate seems more reasonable than the bilinear
incidence rate βS(t)I(t), because it includes the behavioral change and
crowding effect of the infective individuals and prevents the unbounded-
ness of the contact rate by choosing suitable parameters. And we are also
concerned with the effect of time delay and a nonlinear incidence rate on
the dynamics of the SI epidemic model. Hence, we assume that the force
of infection at time t is given by βS(t)I(t− τ)/(1 + αI(t− τ)), where β
is the average number of contacts per infective per day, α is half satu-
ration constant for infection and τ > 0 is a fixed time during which the
infectious agents develop in the vector and it is only after the time that
the infected vector can infect a susceptible prey (Xu and Ma, [37, 38]).
Hence, the SI model of the infected prey is:















dS(t)

dt
= rS(t)

(

1− S(t)

K

)

− βS(t)I(t− τ)

1 + αI(t− τ)
,

dI(t)

dt
=

βS(t)I(t − τ)

1 + αI(t− τ)
− dI(t).

(A5) Numerous field studies show that infected prey are more vulnerable to
predation compared with their non-infected counterpart (Hudson et al.,
[21]; Lafferty et al., [25]; Murray et al., [29]). Lafferty and Morris [25]
quantified that the predation rates on infected prey may be 31 times
higher compared to that on susceptible prey. Thus, we consider the case
when the predator mainly eats the infected prey with Leslie-Gower ratio-
dependent schemes (Song and Li, [32]; Nindjin et al., [30]; Aziz-Alaoui
and Daher Okiye, [2]; Hsu and Hwang, [19]; Aziz-Alaoui, [1]; Greenhalgh
D. and Haque M., [11]). That is to say, the predator consumes the prey
according to the ratio-dependent functional response and the predator
grows logistically with intrinsic growth rate δ and carrying capacity pro-
portional to the prey populations size I(t).

From the above assumptions we obtain the following model:






























dS(t)

dt
= rS(t)(1 − S(t)

K
)− βS(t)I(t− τ)

1 + αI(t− τ)
,

dI(t)

dt
=

βS(t)I(t − τ)

1 + αI(t− τ)
− cP (t)I(t)

mP (t) + I(t)
− dI(t),

dP (t)

dt
= δP (t)(1 − hP (t)

I(t)
),

(1.2)

where S(t) is the density of the susceptible prey population, I(t) is the density
of the infective prey population, P (t) is the density of their predator population
at any time t. In system (1.2), r is the intrinsic birth rate of the sound prey,

Math. Model. Anal., 15(4):547–569, 2010.
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K is the carrying capacity of the sound prey, β is the infection rate, α is the
half saturation constant of infection, d is the death rate of the infected prey, c
is the search rate, m is the half capturing saturation constant, δ is the intrinsic
growth rate of the predator, h is the maximum value of the per capita reduction
rate of prey due to predator. All the parameters are positive.

Although there are several eco-epidemiological models with the disease in
the prey (Liu M.X. Jin Z. and Haque M.,[26]; Xiao Y.N. and Chen L.S., [36]),
the novelty of the model (1.2) is that it includes both the delay and the non-
linear incidence rate. In addition, there are some common diseases in popular
vegetables where infected vegetables are avoided by their predator (Haque M.
and Greenhalgh D., [13]). The initial conditions for system (1.2) take the form

S(θ) = ϕ1(θ), I(θ) = ϕ2(θ), P (θ) = ϕ3(θ),

ϕ1(θ) ≥ 0, ϕ2(θ) ≥ 0, ϕ3(θ) ≥ 0, θ ∈ [−τ, 0], (1.3)

ϕ1(0) > 0, ϕ2(0) > 0, ϕ3(0) > 0,

where (ϕ1(θ), ϕ2(θ), ϕ3(θ)) ∈ C([−τ, 0], R3
+0), the Banach space of continu-

ous functions mapping the interval [−τ, 0] into R3
+0, where R3

+0 = {(x1, x2, x3) :
xi ≥ 0, i = 1, 2, 3}. It is well known by the fundamental theorem of functional
differential equations that system (1.2) has a unique solution (S(t), I(t), P (t))
satisfying initial conditions (1.3).

The paper is organised as follows. In Section 2, we prove the positivity
and the boundedness of solutions. We find conditions for local stability and
present bifurcation results in Section 3. In Section 4, the time delay is estimated
for which local stability is preserved. The permanence of system is proved in
Section 5. Some numerical simulations are performed for hypothetical values
of parameters and results are given in Section 6.

2 Positivity and Boundedness of Solutions

It is important to show the positivity and boundedness of the solution of sys-
tem (1.2) as it represents populations. Positivity implies not only that the
population survives, but also that the population extinguishes when the den-
sity decreases to 0. Boundedness may be interpreted as a natural restriction
to growth as a consequence of limited resources. The model system can be put
into the matrix form Ẋ = G(X), where X = (S, I, P )⊤ ∈ R3 and G(X) is
given by

G(X) =







G1(X)

G2(X)

G3(X)






=













rS(1− S

K
)− βSI(t− τ)

1 + αI(t− τ)
βSI(t− τ)

1 + αI(t− τ)
− cPI

mP + I
− dI

δP (1− hP/I)













.

Let R3
+ = [0,+∞) × [0,+∞)× [0,+∞) be the nonnegative octant in R3, the

G : R3
+ → R3, G ∈ C∞(R3) (where G is a function of the variable X ∈ R3

+)
is locally Lipschitz and satisfies the condition Gi(X)|Xi(t)=0,X∈R3

+
≥ 0, where

X1 = S, X2 = I, X3 = P.
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Due to Lemma 2 in Yang et al., [39], any solution of (1.2) with positive initial
conditions exist uniquely and each component of X remains in the interval [0, b̄)
for some b̄ > 0. Furthermore, if b̄ < +∞ then

lim sup
t→+∞

[S(t) + I(t) + P (t)] = +∞.

Next, the boundedness of solutions will be presented. Since

dS

dt
≤ rS

(

1− S

K

)

,

by a standard comparison theorem, we have lim sup
t→+∞

S(t) ≤ M1, where M1 =

max{S(0),K}.Define the function W (t) = S(t)+I(t). For any positive constant
ǫ, the time derivative of W (t) along a solution of (1.2) is

dW

dt
= rS

(

1− S

K

)

− cPI

mP + I
− dI

≤ S
(

r + ǫ− rS

K

)

− qW (t) ≤ K(r + ǫ)2

4r
− qW (t),

where q = min{ε, d}. Thus, dW
dt

+ qW ≤ K(r+ǫ)2

4r . Applying a theorem in
differential inequalities, we obtain

W (t) ≤ K(r + ǫ)2

4rq
+
[

W (S(0), I(0))− K(r + ǫ)2

4rq

]

e−qt.

Hence, lim sup
t→∞

W (t) ≤ K(r + ǫ)2

4r
. Therefore, there exist M2 > 0 and some

T1 > 0 such that I(t) ≤ M2, t ≥ T1.
Lastly, we consider the boundedness of P (t). From the third equation of

system (1.2), we get
dP

dt
≤ δP

(

1− hP

M2

)

.

By a standard comparison theorem, we have lim supt→+∞ P (t) ≤ M3, where
M3 = max{P (0),M2/h}. So, all solutions of system (1.2) with initial condition
enter the region

B = {(S(t), I(t), P (t)) : 0 ≤ S(t) ≤ M1, 0 ≤ I(t) ≤ M2, 0 ≤ P (t) ≤ M3}.

3 Stability Analysis and Hopf Bifurcation

In this section, we focus our analysis on the stability of the equilibria and Hopf
bifurcation of the positive equilibrium of the system (1.2). System (1.2) has
the boundary equilibrium E1(S1, I1, 0), where S1 = d

β
(1 + αI1) and I1 is the

positive root of

rdα2I2 + (Kβ2 + 2rdα −Krαβ)I + rd −Krβ = 0.

Math. Model. Anal., 15(4):547–569, 2010.
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Obviously, I1 > 0 if Kβ > d. And

I1=
−(Kβ2+2rdα−Krαβ)+

√

(Kβ2+2rdα−Krαβ)2−4rdα2(rd−Krβ)

2rdα2
.

System (1.2) has the positive equilibrium E2(S2, I2, P2), where P2 = I2/h,
S2 = (d+c/m+ h)(1+αI2)/β, and I2 is the positive equilibrium which is given
by the following equation ̟1I

2+̟2I+̟3 = 0, where ̟1 = r(d+c/m+ h)α2,

̟2 = Kβ2 + 2r(d+
c

m+ h
)α−Krαβ, ̟3 = r(d +

c

m+ h
)−Krβ.

Clearly, E2 is positive if ̟3 > 0, i.e.,

β >
1

K

(

d+
c

m+ h

)

and I2 =
−̟2 +

√
̟2 − 4̟1̟3

2̟1
.

Let E∗(S∗, I∗, P ∗) be any arbitrary equilibrium. Then the characteristic
equation about E∗ is given by

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

r−2rS∗

K
− βI∗

1+αI∗
−λ − βS∗e−λτ

(1+αI∗)2
0

βI∗

1+αI∗
βS∗e−λτ

(1+αI∗)2
− cmP ∗2

(mP ∗+I∗)2
−d−λ − cI∗2

(mP ∗+I∗)2

0
δhP ∗2

I∗2
δ−2δhP ∗

I∗
−λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 0.

(3.1)
For equilibrium E1, (3.1) reduces to

∣

∣

∣

∣

∣

∣

∣

∣

∣

−rS1

K
− λ − βS1

(1 + αI1)2
e−λτ 0

βI1
1 + αI1

βS1

(1 + αI1)2
e−λτ − d− λ −c

0 0 δ − λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 0. (3.2)

It is clear that (3.2) has the characteristic root λ = δ > 0. Hence, the equilib-
rium E1 is unstable.

Theorem 1. If (d+
c

m+ h
)(1− 1

1 + αI2
) + δ +

rS2

K
− ch

(m+ h)2
> 0 and

[(

d+
c

m+ h

)(

1− 1

1 + αI2

)(

δ +
rS2

K

)

− rS2

K

ch

(m+ h)2

][(

d+
c

m+ h

)

×
(

1− 1

1 + αI2

)

+
(

δ +
rS2

K

)

− ch

(m+ h)2

]

+
rδS2

K

(

δ+
rS2

K
− ch

(m+ h)2

)

+
β2S2I2

(1 + αI2)3

[(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+
rS2

K
− ch

(m+ h)2

]

> 0,

then the positive equilibrium E2 is locally asymptotically stable when τ = 0.
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Proof. For equilibrium E2, (3.1) reduces to
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

−rS2

K
− λ − βS2e

−λτ

(1 + αI2)2
0

βI2
1 + αI2

βS2e
−λτ

(1 + αI2)2
− cmP2

2

(mP2 + I2)2
− d− λ − cI2

2

(mP2 + I2)2

0 δ/h −δ − λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 0,

i.e.,

∆(λ, τ) = λ3 +A1λ
2 +A2λ+A3 + (B1λ

2 +B2λ+B3)e
−λτ = 0, (3.3)

where

A1 = δ + d+
cmP 2

2

(mP2 + I2)2
+

rS2

K
= δ + d+

cm

(m+ h)2
+

rS2

K
,

A2 = δ
(

d+
cmP 2

2

(mP2 + I2)2

)

+
rS2

K

(

δ + d+
cmP 2

2

(mP2 + I2)2

)

+
δ

h

cI22
(mP2 + I2)2

= δ
(

d+
cm

(m+ h)2

)

+
rS2

K

(

δ + d+
cm

(m+ h)2

)

+
δch

(m+ h)2
,

A3 =
rS2

K

[

δ
(

d+
cmP 2

2

(mP2 + I2)2

)

+
δ

h

cI22
(mP2 + I2)2

]

+
rS2

K

δch

(m+ h)2

=
rS2

K

[

δ
(

d+
cm

(m+ h)2

)

+
δch

(m+ h)2

]

+
rS2

K

δch

(m+ h)2
,

B1 = − βS2

(1 + αI2)2
, B2 = − δβS2

(1 + αI2)2
− rβS2

2

K(1 + αI2)2
+

β2S2I2
(1 + αI2)3

,

B3 = − rδβS2
2

K(1 + αI2)2
+

δβ2S2I2
(1 + αI2)3

.

For τ = 0, the transcendental equation (3.3) reduces to

λ3 + (A1 +B1)λ
2 + (A2 +B2)λ+A3 +B3 = 0. (3.4)

We can easily get

A1 +B1 =
(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+ δ +
rS2

K
− ch

(m+ h)2
,

A2 +B2 =
(

d+ c
m+h

)(

1− 1

1 + αI2

)(

δ +
rS2

K

)

+
rδS2

K
− rS2

K

ch

(m+ h)2
+

β2S2I2
(1 + αI2)3

,

A3 +B3 =
rδS2

K

(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+
δβ2S2I2
(1 + αI2)3

.

Obviously, A3 +B3 > 0. By direct calculations, we obtain

b = (A1 +B1)(A2 +B2)− (A3 +B3) =
[(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+ δ +
rS2

K
− ch

(m+ h)2

][(

d+
c

m+ h

)(

1− 1

1 + αI2

)(

δ +
rS2

K

)

Math. Model. Anal., 15(4):547–569, 2010.
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+
rδS2

K
− rS2

K

ch

(m+ h)2
+

β2S2I2
(1 + αI2)3

]

−
[rδS2

K

(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+
δβ2S2I2
(1 + αI2)3

]

=
[(

d+
c

m+ h

)(

1− 1

1 + αI2

)(

δ +
rS2

K

)

− rS2

K

ch

(m+ h)2

]

×
[(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+ δ +
rS2

K
− ch

(m+ h)2

]

+
rδS2

K

(

δ +
rS2

K

− ch

(m+ h)2

)

+
β2S2I2

(1 + αI2)3

[(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+
rS2

K
− ch

(m+ h)2

]

.

If the conditions of the theorem are satisfied, by Routh-Hurwitz criterion (Hur-
witz, [22]), we know that all the roots of equation (3.4) have negative real parts,
i.e., the positive equilibrium E2 is locally asymptotically stable provided that
the above conditions are held. This completes the proof of the theorem. ⊓⊔

To show that the positive equilibrium E2 of system (1.2) is locally asymp-
totically stable for all τ ≥ 0, we shall use the following lemma.

Lemma 1. (Gopalsamy, [10]) A set of necessary and sufficient conditions for

E2 to be locally asymptotically stable for all τ ≥ 0 is the following:

(I) E2 is stable in absence of time delay τ .

(II) There is no purely imaginary root of the characteristic equation (3.3).

In the following, we apply Lemma 1 to investigate the characteristic equation
(3.3).

Theorem 2. Suppose that

(i)
[(

d+
c

m+ h

)(

1− 1

1 + αI2

)(

δ +
rS2

K

)

− rS2

K

ch

(m+ h)2

][(

d+
c

m+ h

)

×
(

1− 1

1 + αI2

)

+ δ +
rS2

K
− ch

(m+ h)2

]

+
rδS2

K

(

δ +
rS2

K
− ch

(m+ h)2

)

+
β2S2I2

(1 + αI2)3

[(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+
rS2

K
− ch

(m+ h)2

]

> 0,

(ii)
(

d+
c

m+ h

)(

1− 1

1 + αI2

)

+ δ +
rS2

K
− ch

(m+ h)2
> 0,

(iii) b2 > 0, b3 > 0, where

b2 = δ2
(

d+
cm

(m+ h)2

)2

+
r2S2

2

K2

(

δ + d+
cm

(m+ h)2

)2

+
δch

(m+ h)2

+2
δch

(m+ h)2
δ
(

d+
cm

(m+ h)2

)

−2
r2S2

2

K2
δ
(

d+
cm

(m+ h)2

)

−2
r2S2

2

K2

δch

(m+ h)2
,

b3 =
r2δ2S2

2

K2

[

d+
cm

(m+ h)2
+

ch

(m+ h)2

]2

− δ2β2S2
2

(1+αI2)4

(rS2

K
− βI2
1+αI2

)2

.
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Then the positive equilibrium E2 of (1.2) is asymptotically stable for all τ ≥ 0.

Proof. Assumptions (I) and (II) of Lemma 1 require real parts of the roots of
∆(λ, 0) = 0 to be negative and ∆(iω, τ) 6= 0 (where i =

√
−1) for any real ω

and τ ≥ 0. If at least one root of ∆(λ, 0) = 0 have a positive real part then
E2 is no longer asymptotically stable in absence of time delay. Again, if there
exists a real ω > 0 for some τ ≥ 0 such that ∆(iω, τ) = 0 then the characteristic
equation (3.3) will have at least one pair of purely imaginary roots and hence
E2 is not asymptotically stable in presence of discrete time delay.

By Theorem 1, the condition (I) of Lemma 1 is easily satisfied. We now
verify the condition (II) of Lemma 1. Firstly, when ω0 = 0, we have ∆(0, τ) =
A3 +B3 6= 0. Secondly, when ω0 6= 0, we have

∆(iω0, τ)=−iω3
0−A1ω

2
0+iA2ω0+A3−B1ω

2
0e

−iω0τ+B2iω0e
−iω0τ+B3e

−iω0τ=0.

Separating the real and imaginary parts, we obtain

A1ω
2
0 −A3 = (B3 −B1ω

2
0) cos(ω0τ) +B2ω0 sin(ω0τ), (3.5)

ω3
0 −A2ω0 = B2ω0 cos(ω0τ)− (B3 −B1ω

2
0) sin(ω0τ). (3.6)

Squaring and adding (3.5) and (3.6) we get

(B3 −B1ω
2
0)

2 +B2
2ω

2
0 = (A1ω

2
0 −A3)

2 + (ω3
0 − A2ω0)

2.

We finally have
ω6
0 + b1ω

4
0 + b2ω

2
0 + b3 = 0, (3.7)

where

b1 = A2
1−2A2−B2

1 = δ2+
(

d+
cm

(m+ h)2

)2

+
r2S2

2

K2
− 2δch

(m+ h)2
− β2S2

2

(1 + αI2)4
,

b2 = A2
2−B2

2−2A1A3+2B1B3=δ2
(

d+
cm

(m+h)2

)2

+
r2S2

2

K2

(

δ+d+
cm

(m+h)2

)2

+ d
δch

(m+ h)2
+2δ

[ δch

(m+ h)2
−r2S2

2

K2

](

d+
cm

(m+ h)2

)

− 2
r2S2

2

K2

δch

(m+ h)2
,

b3 = A2
3−B2

3=
r2δ2S2

2

K2

[

d+
cm

(m+h)2
+

ch

(m+h)2

]2

− δ2β2S2
2

(1+αI2)2

(rS2

K
− βI2
1+αI2

)2

.

Let ω2
0 = ρ. Thus, Eq. (3.7) becomes

g(ρ) = ρ3 + b1ρ
2 + b2ρ+ b3 = 0. (3.8)

We claim that (3.8) has no positive roots when b2 > 0 and b3 > 0. In fact, we
notice that dg(ρ)

dρ
= 3ρ2 + 2b1ρ+ b2. Set

3ρ2 + 2b1ρ+ b2 = 0. (3.9)

Math. Model. Anal., 15(4):547–569, 2010.
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The roots of (3.9) can be expressed as ρ1,2 =
−b1±

√
b2
1
−3b2

3 . If b2 > 0, then
b21 − 3b2 < b21; that is

√

b21 − 3b2 < b1. Hence, neither ρ1 nor ρ2 is positive.
Thus, (3.9) does not have positive roots. If g(0) = b3 > 0, it follows that
(3.9) has no positive roots. Hence, ∆(iω0, τ) 6= 0 for any real τ . This satisfies
condition (II) of Lemma 1. Therefore, the positive equilibrium E2 is always
asymptotically stable for all τ ≥ 0 and the delay is harmless in this case. This
completes the proof of the theorem. ⊓⊔

In the following, we wish to obtain a criterion for preservation of instability
or stability. By using the time delay as τ the bifurcation parameter, the criteria
for Hopf bifurcation are given.

Theorem 3. Assume that one of the following conditions holds:

(i) b1 > 0, b2 > 0, b3 > 0;

(ii) b1 > 0, b2 < 0, b3 > 0 and relation (3.17) holds, where b1, b2 and b3 are

as defined in (3.7).

Then if the positive equilibrium E2 is stable (unstable) at τ = 0, then it remains

stable (unstable) for all τ > 0.

Proof. Let us begin with the characteristic Eq. (3.3). Note that it is the sign
of the real parts of the solutions λ of Eq. (3.3) that determines the stability of
the positive equilibrium E2. Let λ = µ+ iν. Substituting λ = µ+ iν into Eq.
(3.3) gives the following equations:

µ3 − 3µν2 −A1µ
2 +A1ν

2 +A2µ+A3

− (B1µ
2−B1ν

2+B2µ+B3)e
−µτ cos(ντ)−(2B1µν+B2ν)e

−µτ sin(ντ) = 0,

− ν3 + 3µ2ν + 2A1µν +A2ν + (B1µ
2 −B1ν

2 +B2µ+B3)e
−µτ sin(ντ)

− (2B1µν +B2ν)e
−µτ cos(ντ) = 0. (3.10)

We now investigate λ, and thus µ and ν are considered as functions of the delay
τ . Since the change of stability of E2 will occur at any values of τ for which
µ = 0, we let τ̂ be such that ν(τ̂ ) 6= 0. Thus the Eq. (3.10) reduces to (where
ν̂ = ν(τ̂ ))

−A1ν̂
2 +A3 = B1ν̂

2 cos(ν̂ τ̂)−B3 cos(ν̂ τ̂ )−B2ν̂ sin(ν̂τ̂ ),

−ν̂3 +A2ν̂ = −B1ν̂
2 sin(ν̂ τ̂ ) +B3 sin(ν̂ τ̂ )−B2ν̂ cos(ν̂τ̂ ).

(3.11)

Squaring and adding the both equations of (3.11) and simplifying, we obtain
an equation for ν̂ of the following form

ν̂6+(A2
1−B2

1 −2A2)ν̂
4+(A2

2−2A1A3+2B1B3−B2
2)ν̂

2+A2
3−B2

3 = 0. (3.12)

In order to establish Hopf bifurcation at τ = τ̂ , we need to show that dµ
dt

6= 0
at τ = τ̂ . Differentiating (3.3) with respect to τ , and setting τ = τ̂ , µ = 0 and
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ν = ν̂, we obtain

L1
dµ(τ̂ )

dτ
+ L2

dν(τ̂ )

dτ
= Y1, −L2

dµ(τ̂ )

dτ
+ L1

dν(τ̂ )

dτ
= Y2, (3.13)

where

L1 = −3ν̂2 +A2 +B2 cos(ν̂τ̂ ) + 2B1ν̂ sin(ν̂ τ̂ ), (3.14)

L2 = −2A1ν̂ − 2B1ν̂ cos(ν̂τ̂ ) +B2 sin(ν̂τ̂ ),

Y1 = −B1ν̂
3 sin(ν̂ τ̂) +B3ν̂ sin(ν̂ τ̂ )−B2ν̂

2 cos(ν̂ τ̂),

Y2 = B2ν̂
2 sin(ν̂τ̂ )−B1ν̂

3 cos(ν̂ τ̂ )−B3ν̂ cos(ν̂τ̂ ).

Solving (3.13), we get
dµ(τ̂ )

dτ
=

L1Y1 − L2Y2

L2
1 + L2

2

.

Clearly,
dµ(τ̂ )

dτ
has the same sign as L1Y1 − L2Y2. From (3.14), after some

simplification, we obtain

L1Y1−L2Y2=ν̂2
[

3ν̂4+2(A2
1−2A2−B2

1)ν̂
2+(A2

2−2A2A3+2B1B3−B2
2)
]

. (3.15)

Let
F (z) = z3 + b1z

2 + b2z + b3, (3.16)

where b1, b2, b3 are defined in (3.7). Then, F (ν̂2) = 0 and from (3.15) and
(3.16), we obtain

dµ(τ̂ )

dτ
=

ν̂2

L2
1 + L2

2

dF

dz
(ν̂2).

Hence, we can describe criteria for preservation of instability (stability) geo-
metrically as follows:

(HH1) If the polynomial F (z) has no positive roots, there can be no change of
stability.

(HH2) If F (z)is increasing (decreasing) at all of its positive roots, instability
(stability) is preserved. If F (0) = b3 > 0 and b1 > 0, then F (z) will either
have two positive roots or no positive roots. We consider the following
cases in order that F (z) may have no positive roots.

(HH3) If b1 > 0, b2 ≥ 0 and b3 > 0, then F (z) > 0 for all z > 0. Obviously, the
above (HH1) holds. Namely, stability or instability will be preserved in
this case.

(HH4) Consider b1 > 0, b2 < 0 and b3 > 0. If b1 > 0, b3 > 0 and b2 < 0, then

the minimum of F (z) will exist at zmin =
−b1+

√
b2
1
−3b2

3 and (HH1) will
be satisfied if F (zmin) > 0, i.e.,

Math. Model. Anal., 15(4):547–569, 2010.
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2b31 − 9b1b2 + 27b3 > 2(b21 − 3b2)
3
2 (3.17)

or
2b1(b

2
1 − 3b2) + 27b3 − 3b1b3 > 2(b21 − 3b2)

3
2 .

Since 27b3 − 3b1b3 > 27b3 (since b1 > 0, b3 > 0 and b2 < 0), and b21 − 3b2 > b21,
hence

2b1(b
2
1 − 3b2) + 27b3 − 3b1b3 > 27b3 + 2b31.

Thus, for inequality (3.17) to hold it is sufficient that

27b3 + 2b31 > 2(b21 − 3b2)
3
2 ⇒ b2 >

1

3

[

b21 −
(27b3 + 2b31

2

)
2
3
]

.

Thus, the polynomial F (z) has also no positive roots in this case. This com-
pletes the proof of the theorem. ⊓⊔

Theorem 4. Assume that b1 > 0 and b3 ≤ 0 hold. Then if E2 is unstable at

τ = τ0 ≥ 0, then E2 remains unstable for all τ > τ0.

Proof. If F (0) = b3 ≤ 0, then by Descartes’s rule of signs, F (z) has at most
one positive root. Note that if F (z) has only one positive root, then F (z) must
be increasing at this positive root. This completes the proof of the theorem.
⊓⊔

Theorem 5. Assume that b > 0 and b3 < 0 hold. If ν̂0 is the first positive root

of Eq. (3.12). Then a Hopf bifurcation occurs as τ passes through τ̂0.

Proof. Note that if the polynomial F (z) has two or three distinct positive
roots, the above criterion (HH2) cannot hold, since it is decreasing at one root
and increasing at the other. Hence, stability cannot be preserved if F (z0) < 0
for some z0 > 0. In particular, a Hopf bifurcation may occur as τ passes through
critical value τ̂0. To do so, in the following we always assume that b > 0 and
b3 < 0. For b > 0, by Theorem 1, we have shown that the infected equilibrium
E2 is stable at τ = 0. The cubic Eq. (3.12) in ν̂2 has one or more positive real
roots ν̂20 , since when ν̂ = 0, the left side of Eq. (3.12) b3 = A2

3−B2
3 is negative,

and for sufficiently large values of ν̂, it is positive. Namely, the characteristic
Eq. (3.3) has a pair of purely imaginary roots, denoted by ±iν̂. Thus from
(3.5) and (3.6), we can determine τ̂ , which is of the form

τn =
1

ν0
arccos

[ (A1ν
2
0 −A3)(B3 −B1ν

2
0) + (ν30 −A2ν0)B2ν0

(B3 −B1ν20)
2 + (B2ν0)2

]

+
2nπ

ν0
,

(n = 0, 1, 2, 3, . . .). (3.18)

If ν̂0 is the first positive root of Eqs. (3.5) and (3.6), it follows from (3.15) that

dµ(τ̂0)

dτ
=

ν̂20
L2
1 + L2

2

dF

dz
(ν̂20 ) > 0.

After the Hopf bifurcation theorem (Hassard et al., [16]), we obtain the con-
clusions. ⊓⊔
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4 Estimation of the Length of Delay to Preserve Stability

In this paper, we introduce the type of discrete time delay in the prey infection
equations based upon the hypothesis that the infection rate of prey depends
on the susceptible preys and the infected preys present within the system at
the previous time. Since we are interested in the time rate of change of the
infectious preys at time t and since it takes τ number of days for the infected
preys to become infectious, we should be interested in the number of susceptible
preys who contact an infected prey at the time t− τ not at the time t. Hence,
time delay τ is crucial for understanding this paper. In this section, we will
estimate the length of delay to preserve stability.

We consider the system (1.2) and the space of all real valued continuous
functions defined on [−τ,∞) satisfying the initial conditions (1.3) on [−τ, 0].
We linearize the system (1.2) about its interior equilibrium E2(S2, I2, P2) and
get






















Ṡ = −rS2

K
S − βS2

(1 + αI2)2
I(t− τ),

İ=
βI2

1+αI2
S−[

cmP 2
2

(mP2+I2)2
+d]I+

βS2

(1+αI2)2
I(t−τ)− cI22

(mP2+I2)2
P,

Ṗ = δI/h− δP.

(4.1)

Taking Laplace transform of the system given by (4.1), we get






































(ς +
rS2

K
)LS(ς)=− βS2

(1+αI2)2
e−ςτLI(ς)−

βS2

(1+αI2)2
e−ςτK1(ς)+LS(0),

(ς +
cmP 2

2

(mP2 + I2)2
+ d− βS2

(1 + αI2)2
)LI(ς) =

βI2
1 + αI2

LS(ς)

+
βS2

(1 + αI2)2
e−ςτK1(ς)−

cI22
(mP2+I2)2

LP (ς)+LI(0),

(ς + δ)LP (ς) = δLI(ς)/h+ LP (0),

where K1(ς) =
∫ 0

−τ
e−ςtI(t) dt, and LT , LI and LP are the Laplace transforms

of S(t), I(t) and P (t), respectively.
The inverse Laplace transformation of LI(ς) will have terms which expo-

nentially increase with time if LI(ς) has poles with positive real parts. For E2

to be locally asymptotically stable it is necessary and sufficient condition that
all poles of LI(ς) have negative real parts. We will employ the Nyquist crite-
rion (Freedman and Rao, [8]; see Appendix A) which states that if ς is the arc
length of a curve encircling the right half plane, the curve LI(ς) will encircle
the origin a number of times equal to the difference between the numbers of
poles and zeroes of LI(ς) in the right half plane. Proceeding along the line of
Freedman and Rao [8], we see that the conditions for local asymptotic stability
of E2 is given by the Nyquist criteria

ImH(iη0) > 0, ReH(iη0) = 0, (4.2)

where H(ς) = ς3 + A1ς
2 + A2ς + A3 + e−ςt(B1ς

2 + B2ς + B3) and η0 is the
smallest positive root of the second equation (4.2).

Math. Model. Anal., 15(4):547–569, 2010.
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In our case, (4.2) gives

A2η0 − η30 > −B1η
2
0 sin(η0τ) +B3 sin(η0τ) −B2η0 cos(η0τ). (4.3)

A3 −A1η
2
0 = B1η

2
0 cos(η0τ)−B3 cos(η0τ)−B2η0 sin(η0τ). (4.4)

If (4.3) and (4.4) are satisfied simultaneously, they are sufficient conditions to
guarantee stability. We shall apply them to get an estimate on the length of
delay. Our aim is to find an upper bound η+ on η0, independent of τ and then
to estimate τ so that (4.3) holds for all values of η, 0 ≤ η ≤ η+ and hence in
particular at η = η0. We rewrite (4.4) as

A1η
2
0 = A3 +B3 cos(η0τ) +B2η0 sin(η0τ)−B1η

2
0 cos(η0τ). (4.5)

Maximizing A3 +B3 cos(η0τ) +B2η0 sin(η0τ) −B1η
2
0 cos(η0τ) subject to

| sin(η0τ)| ≤ 1, | cos(η0τ)| ≤ 1

we obtain
A1η

2
0 ≤ A3 + |B3|+ |B2|η0 + |B1|η20 . (4.6)

Hence, if

η+ =
|B2|+

√

B2
2 + 4(A1 − |B1|)(A3 + |B3|)
2(A1 − |B1|)

, (4.7)

then clearly from (4.6) we have η0 ≤ η+. To get (4.7), we need A1 > |B1|.
From (4.4) we obtain

η20 < A2 +B1η0 sin(η0τ) +B2 cos(η0τ)−B3sin(η0τ)/η0. (4.8)

As E2 is locally asymptotically stable for τ = 0, therefore for sufficiently small
τ > 0, (4.7) is satisfied. Substituting (4.5) in (4.8) and rearranging we get,

(B3 −A1B2 −B1η
2
0)
[

cos(η0τ) − 1
]

+
[

(B2 −A1B1)η0 +
A1B3

η0

]

sin(η0τ)

< A1A2 −A3 −B3 +A1B2 +B2
1η0. (4.9)

Using the bounds
(

B3 −A1B2 −B1η
2
0

)[

cos(η0τ)− 1
]

= 2
(

B1η
2
0 +A1B2 −B3

)

sin2
(η0τ

2

)

≤ 1

2

∣

∣

∣
B1η

2
+ +A1B2 −B3

∣

∣

∣
η2+τ

2

[∣

∣

∣
B2 −A1B1

∣

∣

∣
η0 +

A1B3

η0

]

sin(η0τ) ≤
[(

B2 −A1B1

)

η2+ +A1|B3|
]

τ,

we obtain from (4.9) K1τ
2 +K2τ < K3, where

K1 =
1

2

∣

∣

∣
B1η

2
+ +A1B2 −B3

∣

∣

∣
η2+, K2 =

∣

∣

∣
B2 −A1B1

∣

∣

∣
η2+ +A1

∣

∣

∣
B3

∣

∣

∣
,

K3 = A1A2 −A3 −B3 +A1B2 +B2
1η+.
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Thus if K1τ
2 +K2τ < K3 holds, then the inequality (4.3) is satisfied automat-

ically. A positive root of K1τ
2 +K2τ = K3 is given by

τ+ =
1

2K1

(

−K2 +
√

K2
2 + 4K1K3

)

. (4.10)

For 0 ≤ τ ≤ τ+, the Nyquist criteria hold. τ+ gives estimate for the length of
delay for which stability is preserved. Here τ+ is dependent on the expression
of K1, K2 and K3 in (4.10) which is again function of the system parameters.
Hence we can conclude that the estimate for the delay is totally dependent on
the system parameters for which the interior equilibrium E2 is locally asymp-
totically stable. Thus we are now in a position to state the following theorem.

Theorem 6. Suppose

δ + d+
cm

(m+ h)2
+

rS2

K
>

βS2

(1 + αI2)2
.

If there exists a parameter 0 ≤ τ < τ+ such that K1τ
2 +K2τ < K3, then τ+ is

the maximum value (length of delay) of τ for which E2 is asymptotically stable.

5 Permanence

From biological point of view, permanence of a system means the survival of all
populations of the system in future. Mathematically, permanence of a system
means that strictly positive solutions do not have omega limit points on the
boundary of the non-negative cone. Butler et al. [5], Freedman and Waltman
([9], [7]) developed the following definition of persistence:

Definition 1. System (1.2) is said to be permanent if there are positive con-
stants M̄1, M̄2 such that each positive solution (S(t), I(t), P (t)) of system (1.2)
with initial conditions (1.3) satisfies

M̄1 ≤ lim
t→+∞

inf S(t) ≤ lim
t→+∞

supS(t) ≤ M̄2,

M̄1 ≤ lim
t→+∞

inf I(t) ≤ lim
t→+∞

sup I(t) ≤ M̄2,

M̄1 ≤ lim
t→+∞

inf P (t) ≤ lim
t→+∞

supP (t) ≤ M̄2.

Definition 2. (Hale et al., [12]) The semigroup T (t) is said to be point dis-
sipative in X if there is a bounded nonempty set B in X such that, for any
x ∈ X , there is a t0 = t0(x,B) such that T (t)x ∈ B for t ≥ t0.

Let X be a complete metric space. Suppose that X0 is open and dense in
X and X0 ∪X0 = X , X0 ∩X0 = ∅. Assume that T (t) is a C0 semigroup on X
satisfying

T (t) : X0 → X0, T (t) : X0 → X0. (5.1)

Let Tb(t) = T (t) |X0
and let Ab be the global attractor for Tb(t).

Let M1, M2 be isolated invariant sets (not necessarily distinct). M1 is said
to be chained to M2, written M1 7−→ M2.

Math. Model. Anal., 15(4):547–569, 2010.



i

i

“MMA15v41” — 2010/11/3 — 9:46 — page 562 — #16
i

i

i

i

i

i

562 Xueyong Zhou and Jingan Cui

Definition 3. Finite cover M =
m
⋃

k=1

Mk is called a cycle covering if M1 7−→
M2 7−→ · · · 7−→ Mk 7−→ M1, for some k ∈ {1, 2, · · · ,m}. Otherwise, M is
called acyclic covering.

Remark 1. Readers can find some relative definitions in references (Butler et
al., [5]; Hale et al., [12]).

In order to prove permanence of system (1.2), we present the permanence
theory for infinite dimensional system from Theorem 4.1 in Hale et al., [12].

Lemma 2. (Hale et al., [12]) Suppose that T (t) satisfies (5.1) and we have the

following:

(i) There is a t0 ≥ 0 such that T (t) is compact for t > t0;

(ii) T (t) is point dissipative in X;

(iii) Ab = ∪x∈Ab
ω(x) is isolated and has an acyclic covering M̄ , where M =

{M1,M2, · · · ,Mn};

(iv) W s(Mi) ∩ X0 = ∅, for i = 1, 2, · · ·n, where W s(Mi) denotes the stable

manifolds of Mi.

Then X0 is a uniform repellor with respect to X0, i.e., there is an ǫ > 0 such

that, for any x ∈ X0, lim
t→+∞

inf d(T (t)x,X0) ≥ ǫ, where d is the distance of

T (t)x from X0.

Theorem 7. If βK > d, then system (1.2) is permanent.

Proof. We begin by showing that the boundary planes of R3
+ repel the positive

solutions to system (1.2) uniformly. Let us define

C0 =
{

(ϕ1, ϕ2, ϕ3) ∈ C([−τ, 0], R3
+) : ϕ3(θ) = 0, ϕ1(θ)ϕ2(θ) 6= 0, θ ∈ [−τ, 0]

}

.

If C0 = intC([−τ, 0], R3
+), it is suffices to show that there exists an ε0 such that

for all solutions ut of system (1.2) initiating from C0, lim inft→∞ d(ut, C0) ≥ ε0.
To this end, we verify below that the conditions of Lemma 2 are satisfied. It
is easy to see that C0 and C0 are positive invariant. Moreover, conditions (i)
and (ii) of Lemma 2 are clearly satisfied.

Thus, we only need to verify conditions (iii) and (iv). There is a constant
solution E1 in C0 corresponding to S(t) = S1, I(t) = I1, P = 0, where S1 and I1
are the values of the boundary equilibrium E1. If (S(t), I(t), P (t)) is a solution
of system (1.2) initiating from C0 with ϕ1(θ)ϕ2(θ) 6= 0, then S(t) → S1,
I(t) → I1, P → 0 as t → +∞. It is obvious that E1 is isolated invariant. In
fact, we only show that W s(E1) ∩ C0 = ∅. Assuming the contrary, then there
exists a positive (˜S(t), ˜I(t), ˜P (t)) of system (1.2) such that (˜S(t), ˜I(t), ˜P (t)) →
(S1, I1, 0) as t → +∞. Choosing ξ > 0 small enough such that I1 − ξ > 0

when βK > d. Let t0 > 0 be sufficiently large such that I1 − ξ < ˜I(t) < I1 + ξ
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for t ≥ t0 − τ. Then we have, for t ≥ t0,
d ˜P

dt
≥ δ ˜P (1 − h ˜P

I1 − ξ
). It is easy to

prove that ˜P (t) ≥ I1 − ξ

h
when I1 − ξ > 0. This is a contradiction. Hence,

W s(E1) ∩ C0 = ∅.
Therefore, we are able to conclude from Lemma 2 that C0 repels the positive

solutions of system (1.2) uniformly, then the conclusion of Theorem 7 follows.
⊓⊔

6 Numerical Simulation

We have incorporated delay due to infection. Stability switching is observed
as the time lag increases. We have gained analytical understanding of possible
dynamics of this nonlinear delay differential equation model to make it some
extent. We now perform some simulation results with hypothetical set of pa-
rameters given in Table 1 and initial values S(0) = 50, I(0) = 80, y(0) = 100
for better understanding of our analytical treatment. In fact we have consid-
ered different values of the delay factor (τ) to observe biologically plausible
different dynamical scenarios of the model, enough to merit the mathematical
study. First we observe that without delay there exits a unique interior equi-

Table 1. Parameter values used for simulation.

Parameter Values Unit

r (intrinsic birth rate of the sound prey) 0.3 1/day
K (carrying capacity of the sound prey) 1000 kg/km2

β (infection rate) 0.0015
α (half saturation constant of infection) 0.0001
d (death rate of the infected prey) 0.03 1/day
c (the search rate) 8 kg/day
m (half capturing saturation constant) 150
δ (intrinsic growth rate of the predator) 0.2 1/day
h (the maximum value of the per capita reduction rate of 0.5 kg/day

prey due to predator)

librium point E2 (56.50365052, 192.3284945, 384.6569891) with the set of pa-
rameter values from Table 1. Positive steady state E2 is locally asymptotically
stable, since the eigenvalues associated with the variational matrix of the sys-
tem (1.2) at E2, given by (−0.1998912343, −0.009226206361− 0.1518129302i,
−0.009226206361+ 0.1518129302i) have negative real parts. Simulation of the
model in this situation with τ = 0, shows that system (1.2) has stable positive
equilibrium E2 and is presented in Fig. 1. With the same set of parameters,
we see that b3(−0.0000187736964) < 0 and b1(0.04044586767) > 0, which in-
dicates the existence of a positive root of F (z) = 0. Solving (3.5) and (3.6)
numerically, we see that there exist one simple positive root of F (z) = 0,
namely, 0.1463234602(= ν̂0). Hence, by Theorem 5, we can say that as τ
increases, stability switch may occur. The value of τ where stability switch
occurs is τ̂0 = 0.8836114514, which can be easily calculated using (3.5) and
(3.6). Hence, by Butler’s lemma (Freedman and Rao, [8]; see Appendix B),

Math. Model. Anal., 15(4):547–569, 2010.
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Figure 1. Time evolution of all the population for the model (1.2) with τ = 0 and initial
value (50,80,100). (a), (b) and (c) are S, I and P versus t, respectively. And (d) is the
projected S − I − P phase plane.

E2 remains stable for τ < τ̂0 (= 0.8836114514), which can be seen in Figs.1
and 2 and which are the solutions of the system (1.2) for τ = 0 and τ = 0.5,
respectively. As τ increases through τ = τ̂0 = 0.8836114514, a periodic solution
occurs which is the case of Hopf bifurcation. The importance of Hopf bifurca-
tion in this context is that at the bifurcation point a limit cycle (see Fig.3) is
formed around the fixed point, thus resulting in stable periodic solutions.

7 Discussion

In this paper we have considered a prey-predator system where the prey pop-
ulation is divided into two groups, infected and non-infected. The disease
modifies the external features or the behaviour of the prey so as to make in-
fected individuals more vulnerable to predation. The system is analysed for its
equilibria and their stability. The conditions for persistence are given. Persis-
tence conditions indicate that predator death rate has some upper threshold
value. Local stability condition of E2 is established which is very difficult to
interpret biologically.

It is worth mentioning that, although we have presented a number of hypo-
thetical examples of disease selective predation, our study is restricted only to
the extensive theoretical analysis of such scenarios. Our theoretical study could
only capture the major mechanisms associated with an eco-epidemiological as-
pect where a predator selectively consumes infected prey. And further exper-
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Figure 2. Time evolution of all the population for the model (1.2) with τ = 0.5 and initial
value (50,80,100). (a), (b) and (c) are S, I and P versus t, respectively. And (d) is the
projected S − I − P phase plane.

Figure 3. Time evolution of all the population for the model (1.2) with τ = 1 and initial
value (50,80,100). (a), (b) and (c) are S, I and P versus t, respectively. And (d) is the
projected S − I − P phase plane.

Math. Model. Anal., 15(4):547–569, 2010.
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imental or field investigations in this directions could be helpful to verify the
processes prescribed by the model actually functioning in a similar manner in
the real world (Haque M. and Venturino E., [15]; Greenhalgh D. and Haque
M., [11]; Haque M. and Venturino E., [14]; Venturino E., [33]). Lastly, we can
consider a modified system (1.2) as the following model































dS(t)

dt
= rS(t)(1 − S(t)

K
)− βe−µ1τS(t)I(t− τ)

1 + αI(t− τ)
,

dI(t)

dt
=

βe−µ1τS(t)I(t− τ)

1 + αI(t− τ)
− cP (t)I(t)

mP (t) + I(t)
− dI(t),

dP (t)

dt
= δP (t)

(

1− hP (t)

I(t)

)

,

(7.1)

where µ1 is the constant death rate for infected. From simple calculation, one
can get that the characteristic equation of system (7.1) has coefficients depend-
ing on the steady state coordinates and hence on this exponential factor βe−µ1τ .
Beretta and Kuang [3] have developed a systematic approach to studying the
difficult characteristic equations arising from such system. We will summarize
their technique as it applies to our particular problem in the future work.

Appendix A

Nyquist criterion: If ς is the arc length of a curve encircling the right
half-plane, the curve L(ς) will encircle the origin a number of times equal to
the difference between the number of poles and the number of zeroes of L(ς)
in the right half-plane.

Appendix B

G. J. Butlers Lemma: Let

∆(λ, τ) = λ2 − (A+D)λ+ (AD −BC)−BEe−λτ .

If A+D < 0, AD−BC > BE, then the real parts of the solutions of the above
equation are negative for τ < τ0, where τ0 > 0 is the smallest value for which
there is a solution to the above equation with real part zero.
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