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1 Introduction

Throughout the paper we will consider real and measurable functions which are defined on the finite interval $[a, b]$. For $p \geq 1$, let $L^p([a, b])$ denote the space of real functions with the bounded norm

$$\|f\|_p = \left( \int_a^b |f(t)|^p \, dt \right)^{1/p} < \infty$$

and $L^\infty([a, b])$ the space of bounded functions with the norm

$$\|f\|_\infty = \|f\| = \sup_{a \leq t \leq b} |f(t)| < \infty.$$
In many integral inequalities, the norms $\|\cdot\|_p$ and/or $\|\cdot\|$ are applied. For example, if $h \in L^1([a,b])$ and $g \in L^\infty([a,b])$, then we have

$$\left| \int_a^b g(t)h(t)dt \right| \leq \|h\|_1 \|g\|,$$

cf [17]. In 1934, Grüss [6] showed that if $\gamma_1 \leq g(x) \leq \Gamma_1$ and $\gamma_2 \leq h(x) \leq \Gamma_2$ for all $x \in [a,b]$ then

$$\left| \frac{1}{b-a} \int_a^b g(t)h(t)dt - \frac{1}{(b-a)^2} \int_a^b g(t)dt \int_a^b h(t)dt \right| \leq \frac{(\Gamma_1 - \gamma_1)(\Gamma_2 - \gamma_2)}{4}, \quad (1.1)$$

where $\Gamma_1, \Gamma_2, \gamma_1, \gamma_2$ are real numbers. The constant $1/4$ is the best possible number in the sense that it cannot be replaced by a smaller number. Another well-known inequality is due to Ostrowski [18]. In 1938 he proved that if $f$ has a bounded derivative, then for all $x \in [a,b]$ we have

$$\left| f(x) - \frac{1}{b-a} \int_a^b f(t)dt \right| \leq \frac{(x-a)^2 + (b-x)^2}{2(b-a)} \|f'\|_\infty. \quad (1.2)$$

In 1997, Dragomir and Wang [3] introduced a mixed type of inequalities (1.1) and (1.2) and named it the Ostrowski-Grüss inequality. In other words, if $f$ is differentiable with $-\infty < \alpha_0 \leq f'(x) \leq \beta_0 < \infty$, $\forall x \in [a,b]$, then

$$\left| f(x) - \frac{1}{b-a} \int_a^b f(t)dt - \frac{f(b) - f(a)}{b-a}(x - \frac{a+b}{2}) \right| \leq \frac{(b-a)(\beta_0 - \alpha_0)}{4}. \quad (1.3)$$

Many improvements, extensions and generalizations of these inequalities have been presented in the literature up to now. We refer to the references [1,2,4,5,7,8,15,16] at the end of this paper.

In this work, we present a general approach to obtain inequalities of the type (1.1) to (1.3). We introduce several families of integral transforms and obtain three types of inequalities, which cover many results available in the literature.

2 Inequalities for a class of integral transforms

2.1 Definitions

We first define four kinds of integral operators that are directly related to the results of this paper and give some specific examples for each of them.

2.1.1 The operator $L_K(\cdot; x)$

Following the papers of Masjed-Jamei and Dragomir [9,10,11,12,13], let us introduce the integral transform $L_K(\cdot; x)$ as follows. For fixed $x \in [a,b]$, if $K(t; x)$ denotes a kernel with $\|K\| < \infty$ then we define

$$L_K(f; x) = \int_a^b f(t)K(t; x)dt.$$
It is clear that if \( \|K\| \equiv \sup_{a \leq t \leq b} |K(t; x)| < \infty \), then \( |L_K(f; x)| \leq \|K\| \|f\|_1 \) provided that \( f \in L_1([a, b]) \). Also \( L_K(f; x) \) is bilinear, i.e.

\[
L_{A+B}(f; x) = L_A(f; x) + L_B(f; x)
\]

and

\[
L_K(f + g; x) = L_K(f; x) + L_K(g; x).
\]

Many integral transforms are special cases of the above-mentioned operator. For example, the Laplace transform

\[
L(f)(s) = \int_0^\infty e^{-st} f(t) dt, \ s > 0,
\]

the mean of \( f \)

\[
M(f) = \frac{1}{b-a} \int_a^b f(t) dt
\]

and the Cesàro mean

\[
C_\alpha(f)(x) = \frac{1}{x^\alpha} \int_0^x (x-t)^{\alpha-1} f(t) dt, \ \alpha \geq 1, \ 0 \leq x \leq 1
\]

are all special cases of \( L_K(f; x) \).

2.1.2 The operator \( F_K(.; x) \)

Suppose that \( f \) is a differentiable function. We can introduce the integral operator

\[
F_K(f; x) = L_K(f'; x) = \int_a^b f'(t) K(t; x) dt.
\]

In this case if \( \|K\| < \infty \), then \( |F_K(f; x)| \leq \|K\| \|f'\|_1 \), i.e. \( F_K(.; x) \) is well defined if \( f' \in L^1([a, b]) \). For example:

- If \( K(t; x) = 1 \) for \( a \leq t \leq b \), then \( F_K(f; x) = f(b) - f(a) \).
- If \( K(t; x) = t \) for \( a \leq t \leq b \), then

\[
F_K(f; x) = bf(b) - af(a) - \int_a^b f(t) dt
\]

or equivalently

\[
\int_a^b f(t) dt = bf(b) - af(a) - F_K(f; x).
\]

This means that \( F_K(f; x) \) can be seen as an error value in the integral approximation \( \int_a^b f(t) dt \approx bf(b) - af(a) \).
- If \( K(t; x) = t - w \) for \( a \leq t \leq b \), then

\[
F_K(f; x) = bf(b) - af(a) - w(f(b) - f(a)) - \int_a^b f(t) dt.
\]
• If \( K(t; x) = \begin{cases} 
    t - A & a \leq t \leq x, \\
    t - B & x < t \leq b, 
\end{cases} \)
then the relation

\[
F_K(f; x) = (B - A)f(x) - \int_a^b f(t)dt + f(b)(b - B) - f(a)(a - A)
\]
can be seen as an error value in the integral approximation

\[
\int_a^b f(t)dt \approx f(b)(b - B) - f(a)(a - A) + (B - A)f(x).
\]

• If \( K(t; x) = e^{-xt} \) for \( x, t \geq 0 \), then

\[
F_K(f; x) = -f(0) + x \int_0^\infty f(t)e^{-xt}dt = xL(f)(x) - f(0).
\]

2.1.3 The operator \( F_{K^\circ}(.; x) \)

Let us take \( \int_a^b K(t; x)dt = k(x) < \infty \) and then define

\[
K^\circ(t; x) = K(t; x) - \frac{1}{b - a} \int_a^b K(t; x)dt = K(t; x) - \frac{1}{b - a} k(x).
\]

By noting the above definition, another linear operator can be defined as

\[
F_{K^\circ}(f; x) = \int_a^b f(t)K^\circ(t; x)dt = F_K(f; x) - k(x)f(b) - f(a)
\]

For example:

• If \( K(t; x) = 1 \) for \( a \leq t \leq b \), then \( F_{K^\circ}(f; x) = 0 \) because we have \( F_K(f; x) = f(b) - f(a) \) and \( k(x) = b - a \).

• If \( K(t; x) = t \) for \( a \leq t \leq b \), then \( k(x) = (b^2 - a^2)/2 \) and \( K^\circ(t; x) = K(t; x) - (a + b)/2 \). Therefore

\[
F_{K^\circ}(f; x) = \frac{b - a}{2} (f(b) - f(a)) - \int_a^b f(t)dt,
\]

which can be seen as an error value in the integral approximation

\[
\int_a^b f(t)dt \approx (b - a)(f(b) - f(a))/2.
\]

2.1.4 The operator corresponding to higher order derivatives

When \( f \) has a second or higher order derivative, we can define the operator

\[
F_{K^{(j)}}(f; x) = L_K(f^{(j)}); x = \int_a^b f^{(j)}(t)K(t; x)dt.
\]
It is clear that $F_K^{(1)}(;x) = F_K(;)x$. Moreover, corresponding to the kernel $K^\circ$ we have

$$F_K^{(j)}(f;x) = \int_a^b f^{(j)}(t) K(t;x) dt = F_K(f;x) - \frac{k(x)}{b-a} \left( f^{(j-1)}(b) - f^{(j-1)}(a) \right).$$

For example:
- If $K(t;x) = t^2$ for $a \leq t \leq b$, then $k(x) = (b^3 - a^3)/3$ and
  $$F_K^{(2)}(f;x) = b^2 f'(b) - a^2 f'(a) - 2(bf(b) - af(a)) + 2 \int_a^b f(t) dt.$$
- If $K(t;x) = t$ for $a \leq t \leq b$, then $k(x) = (b^2 - a^2)/2$ and
  $$F_K^{(2)}(f;x) = bf'(b) - af'(a) - (f(b) - f(a)).$$

### 2.2 Main results

In the following theorem, we present two-sided bounds for the operator $F_K(f;x)$ under various conditions on $f'$. Note that in parts a. and b. of the theorem we use the norm $\|K\| = \sup_{a \leq t \leq b} |K(t;x)|$.

**Theorem 1.** a. Suppose that $f'(t) \leq \beta(t)$ for any $a \leq t \leq b$. Then

$$m_{1,a} \leq F_K(f;x) \leq M_{1,a},$$

where

$$m_{1,a} = L_K(\beta;x) - \|K\| \left( \int_a^b \beta(t) dt + f(a) - f(b) \right),$$

and

$$M_{1,a} = L_K(\beta;x) + \|K\| \left( \int_a^b \beta(t) dt + f(a) - f(b) \right).$$

b. Suppose that $\alpha(t) \leq f'(t)$ for any $a \leq t \leq b$. Then

$$m_{1,b} \leq F_K(f;x) \leq M_{1,b},$$

where

$$m_{1,b} = L_K(\alpha;x) - \|K\| \left( \int_a^b \alpha(t) dt + f(b) - f(a) \right),$$

and

$$M_{1,b} = L_K(\alpha;x) + \|K\| \left( \int_a^b \alpha(t) dt + f(b) - f(a) \right).$$

c. Suppose that $\alpha(t) \leq f'(t) \leq \beta(t)$ for any $a \leq t \leq b$. Then

$$m_{1,c} \leq F_K(f;x) \leq M_{1,c};$$

Therefore
\[ m_{1,c} = \int_{a}^{b} \alpha(t) \frac{K(t; x) + |K(t; x)|}{2} dt + \int_{a}^{b} \beta(t) \frac{K(t; x) - |K(t; x)|}{2} dt, \]
and
\[ M_{1,c} = \int_{a}^{b} \alpha(t) \frac{K(t; x) - |K(t; x)|}{2} dt + \int_{a}^{b} \beta(t) \frac{K(t; x) + |K(t; x)|}{2} dt. \]

**Proof.** First we prove part a. Since
\[ F_K(f; x) - L_K(\beta; x) = \int_{a}^{b} (f'(t) - \beta(t)) K(t; x) dt, \]
so
\[ |F_K(f; x) - L_K(\beta; x)| \leq \int_{a}^{b} (\beta(t) - f'(t)) |K(t; x)| dt \leq \|K\| \left( \int_{a}^{b} \beta(t) dt + f(a) - f(b) \right), \]
where \( \|K\| = \sup_{a \leq t \leq b} |K(t; x)|. \)

As the proof of part b. is similar, we withdraw it. To prove part c, first we have
\[ F_K(f; x) - L_K \left( \frac{\alpha(t) + \beta(t)}{2}; x \right) = \int_{a}^{b} (f'(t) - \frac{\alpha(t) + \beta(t)}{2}) K(t; x) dt, \]
whence
\[ \left| F_K(f; x) - L_K \left( \frac{\alpha(t) + \beta(t)}{2}; x \right) \right| \leq \int_{a}^{b} \left| f'(t) - \frac{\alpha(t) + \beta(t)}{2} \right| |K(t; x)| dt. \]
But the condition \( \alpha(t) \leq f'(t) \leq \beta(t) \) implies that
\[ \left| f'(t) - \frac{\alpha(t) + \beta(t)}{2} \right| \leq \frac{\beta(t) - \alpha(t)}{2}. \]
Therefore
\[ \left| F_K(f; x) - L_K \left( \frac{\alpha(t) + \beta(t)}{2}; x \right) \right| \leq \int_{a}^{b} \frac{\beta(t) - \alpha(t)}{2} |K(t; x)| dt, \]
and it follows that
\[ F_K(f; x) \leq \int_{a}^{b} \frac{\alpha(t) + \beta(t)}{2} K(t; x) dt + \int_{a}^{b} \frac{\beta(t) - \alpha(t)}{2} |K(t; x)| dt = M_{1,c}. \]
Similarly, one can obtain
\[ F_K(f; x) \geq \int_{a}^{b} \frac{\alpha(t) + \beta(t)}{2} K(t; x) dt - \int_{a}^{b} \frac{\beta(t) - \alpha(t)}{2} |K(t; x)| dt = m_{1,c}, \]
which proves the theorem. □

When the functions \( \alpha(t) \) and \( \beta(t) \) are constant numbers, the following Corollary is derived.

**Corollary 1.**

a. Suppose that \( f'(t) \leq \beta_0 \) for any \( a \leq t \leq b \). Then by recalling that \( k(x) = \int_a^b K(t;x) \, dt \) we have

\[
|F_K(f;x) - \beta_0 k(x)| \leq \|K\| (\beta_0(b-a) + f(a) - f(b)).
\]

b. Suppose that \( \alpha_0 \leq f'(t) \) for any \( a \leq t \leq b \). Then

\[
|F_K(f;x) - \alpha_0 k(x)| \leq \|K\| (\alpha_0(b-a) + f(b) - f(a)).
\]

c. Suppose that \( \alpha_0 \leq f'(t) \leq \beta_0 \) for any \( a \leq t \leq b \). Then

\[
\left| F_K(f;x) - \frac{\alpha_0 + \beta_0}{2} k(x) \right| \leq \frac{\beta_0 - \alpha_0}{2} \int_a^b |K(t;x)| \, dt.
\]

**Corollary 2.**

(i) If \( K \geq 0 \) in Theorem 1.c., then

\[
L_K(\beta;x) \leq F_K(f;x) \leq L_K(\alpha;x).
\]

(ii) If \( |f'(t)| \leq \theta(t) \) for any \( a \leq t \leq b \) then \( |F_K(f;x)| \leq L_{|K|}(\theta;x). \)

Theorem 1 can be also formulated for the operators \( F_{K^\circ}(.;x) \) and \( F_{K}^{(k)}(.;x) \).

Corollary 3 formulates a result for \( F_{K^\circ}(.;x) \) and Corollary 4 a result for the case where \( f \) has a second derivative.

**Corollary 3.** Suppose that \( \alpha_0 \leq f'(t) \leq \beta_0 \) for any \( a \leq t \leq b \). Then we have

\[
\left| F_K(f;x) - \frac{1}{b-a} k(x)(f(b)-f(a)) - \frac{\alpha_0 + \beta_0}{2} k(x) \right| \leq \frac{\beta_0 - \alpha_0}{2} \int_a^b |K^\circ(t;x)| \, dt.
\]

**Corollary 4.** Suppose that \( \alpha(t) \leq f''(t) \leq \beta(t) \) for any \( a \leq t \leq b \). Then

\[
m_{1,c} \leq F^{(2)}_K(f;x) \leq M_{1,c},
\]

where

\[
F^{(2)}_K(f;x) = \int_a^b f''(t)K(t;x) \, dt,
\]

and \( m_{1,c} \) and \( M_{1,c} \) are given as in Theorem 1.c.

Note that an important advantage of the presented theorem and its corollaries is that the bounds \( m_1 \) and \( M_1 \) are formulated in terms of \( \alpha, \beta \) and \( K \) and not in terms of \( f, f' \) or some norms of \( f \) or \( f' \). In many papers, see e.g. [1,2,3,4,7,8,11] the bounds are formulated in terms of \( \|f\| \) or \( \|f'\| \), which are usually hard to calculate.

2.3 Special cases

In this section, we apply the results of the previous section for a number of special cases. We follow the approach used in [10] and consider the general kernel

\[
K(t; x) = \begin{cases} 
  u(t), & a \leq t \leq x, \\
  v(t), & x < t \leq b,
\end{cases}
\]

in which \(u, v\) are arbitrary integrable functions such that \(u \in C^1([a, x])\) and \(v \in C^1([x, b])\). By using partial integration, it is easy to verify that the following relation holds for the kernel (2.1):

\[
F_K(f; x) = (u(x) - v(x))f(x) + v(b)f(b) - u(a)f(a) - \int_a^x u'(t)f(t)dt - \int_x^b v'(t)f(t)dt.
\]

Moreover we have

\[
k(x) = \int_a^b K(t; x)dt = \int_a^x u(t)dt + \int_x^b v(t)dt.
\]

Hence, by considering the kernel \(K^\circ(t; x) = K(t; x) - k(x)/(b - a)\), we find that

\[
F_{K^\circ}(f; x) = (u(x) - v(x))f(x) + v(b)f(b) - u(a)f(a) - \int_a^x u'(t)f(t)dt - \int_x^b v'(t)f(t)dt - \frac{f(b) - f(a)}{b - a} \left( \int_a^x u(t)dt + \int_x^b v(t)dt \right).
\]

**Corollary 5.** Suppose that \(\alpha(t) \leq f'(t) \leq \beta(t)\) for any \(a \leq t \leq b\). Then

\[
m_{1,c} \leq F_K(f; x) \leq M_{1,c},
\]

and

\[
m_{1}^0 \leq F_K(f; x) - k(x)(f(b) - f(a))/(b - a) \leq M_{1}^0,
\]

where \(m_{1,c}, M_{1,c}\) are given in Theorem 1.c and

\[
m_{1}^0 = \int_a^b \alpha(t) \frac{K^\circ(t; x) + |K^\circ(t; x)|}{2} dt + \int_a^b \beta(t) \frac{K^\circ(t; x) - |K^\circ(t; x)|}{2} dt,
\]

and

\[
M_{1}^0 = \int_a^b \alpha(t) \frac{K^\circ(t; x) - |K^\circ(t; x)|}{2} dt + \int_a^b \beta(t) \frac{K^\circ(t; x) + |K^\circ(t; x)|}{2} dt.
\]

For special choices of \(u\) and \(v\) in the kernel (2.1), let us consider some known examples.
Example 1. By taking the kernel (2.1) as

\[ K(t; x) = \begin{cases} 
  t - a, & a \leq t \leq x, \\
  t - b, & x < t \leq b,
\end{cases} \]

we have

\[ F_K(f; x) = (b - a)f(x) - \int_a^b f(t)dt \quad \text{and} \quad k(x) = (b - a)(x - \frac{a + b}{2}). \]

As an alternative to inequality (1.2), Theorem 1.c gives

\[ m_1 \leq (b - a)f(x) - \int_a^b f(t)dt \leq M_1, \]

where

\[ m_1 = \int_a^x \alpha(t)(t - a)dt + \int_x^b \beta(t)(t - b)dt, \]

and

\[ M_2 = \int_a^x \beta(t)(t - a)dt + \int_x^b \alpha(t)(t - b)dt, \]

which is a result of [12].

Example 2. If we take the kernel (2.1) as

\[ K(t; x) = \begin{cases} 
  t - A, & a \leq t \leq x, \\
  t - B, & x < t \leq b,
\end{cases} \]

then we obtain

\[ F_K(f; x) = (B - A)f(x) - \int_a^b f(t)dt + f(b)(b - B) - f(a)(a - A), \]

\[ k(x) = \int_a^x (t - A)dt + \int_x^b (t - B)dt \]

\[ = (B - A)(x - \frac{A + B}{2}) - \frac{(a - A)^2}{2} - \frac{(b - B)^2}{2}. \]

Now different choices of \( A, B \) lead to different interesting results. For instance,

a) If \( A = B = 0 \) then

\[ F_K(f; x) = bf(b) - af(a) - \int_a^b f(t)dt, \quad k(x) = \frac{b^2 - a^2}{2}, \]

\[ F_{K\circ}(f; x) = bf(b) - af(a) - \int_a^b f(t)dt - \frac{b + a}{2}(f(b) - f(a)). \]

b) If \( A = a + \theta \) and \( B = b - \delta \), then \( B - A = b - a - \delta - \theta \) and

\[ f(b)(b - B) - f(a)(a - A) = \delta f(b) + \theta f(a). \]
Hence, we see that
\[ F_K(f; x) = (b - a - \delta - \theta)f(x) - \int_a^b f(t)dt + \theta f(a) + \delta f(b), \]
\[ F_{K\circ}(f; x) = F_K(f; x) - a + \frac{a + b}{2}(f(b) - f(a)). \]

This means that
\[ \int_a^b f(t)dt = (b - a - \delta - \theta)f(x) - \frac{a + b}{2}(f(b) - f(a)) + \theta f(a) + \delta f(b) + F_{K\circ}(f; x), \]
where Corollary 6 can be employed to find bounds for the approximate error \( F_{K\circ}(f; x) \).

c) If we choose \( A, B \) as
\[ A = \frac{bf(b) - af(a)}{f(b) - f(a)} - w, \]
\[ B = A + w, \]
then \( B - A = w \) and
\[ f(b)(b - B) - f(a)(a - A) = bf(b) - af(a) - f(b)w + (f(a) - f(b))A = 0. \]
Hence we find
\[ F_K(f; x) = w f(x) - \int_a^b f(t)dt. \]
d) Finally, if we choose \( A, B \) as
\[ A = \lambda(x - b) + c \]
\[ B = \lambda(x - a) + c, \]
then \( B - A = \lambda(b - a) \) and
\[ f(b)(b - B) - f(a)(a - A) = bf(b) - af(a) - f(b)(\lambda(x - a) + c) + f(a)(\lambda(x - b) + c) \]
\[ = f(b)(b - c + a\lambda) - f(a)(a - c + b\lambda) - \lambda(f(b) - f(a))x. \]

3 Application in quadrature rules

In this section, we study in detail a general three point quadrature formula as
\[ \int_a^b f(t)dt \approx \lambda_1 f(a) + (b - a - (\lambda_1 + \lambda_2))f(c) + \lambda_2 f(b), \] (3.1)
in which \( \lambda_1, \lambda_2 \) are two free parameters and \( c \in [a, b] \).

According to previous sections, the error value of the approximation (3.1) can be written as
\[ \lambda_1 f(a) + (b - a - (\lambda_1 + \lambda_2))f(c) + \lambda_2 f(b) - \int_a^b f(t)dt = F_K(f; c), \] (3.2)
where, cf. Example 2,
\[ K(t; c) = \begin{cases} 
  t - a - \lambda_1 & a \leq t \leq c, \\
  t - b + \lambda_2 & c < t \leq b. 
\end{cases} \]
Corollary 6. Suppose that $\alpha(t) \leq f'(t) \leq \beta(t)$ for any $a \leq t \leq b$. Then the residue in (3.2) can be bounded as

$$m_1^* \leq F_K(f; c) \leq M_1^*,$$

where

$$m_1^* = \int_a^b \alpha(t) \frac{K(t; c) + |K(t; c)|}{2} \, dt + \int_a^b \beta(t) \frac{K(t; c) - |K(t; c)|}{2} \, dt,$$

$$M_1^* = \int_a^b \alpha(t) \frac{K(t; c) - |K(t; c)|}{2} \, dt + \int_a^b \beta(t) \frac{K(t; c) + |K(t; c)|}{2} \, dt.$$

On the other hand, $m_1^*$ (and $M_1^*$) can be rewritten as

$$m_1^* = I(i) + I(ii) + II(i) + II(ii),$$

where

$$I(i) = \int_a^c \alpha(t) \frac{t - a - \lambda_1 + |t - a - \lambda_1|}{2} \, dt,$$

$$I(ii) = \int_a^b \alpha(t) \frac{t - b + \lambda_2 + |t - b + \lambda_2|}{2} \, dt,$$

$$II(i) = \int_a^c \beta(t) \frac{t - a - \lambda_1 - |t - a - \lambda_1|}{2} \, dt,$$

$$II(ii) = \int_a^b \beta(t) \frac{t - b + \lambda_2 - |t - b + \lambda_2|}{2} \, dt.$$

Now consider the following particular cases.

a) If $\lambda_1 = \lambda_2 = 0$ and $c = (a + b)/2$ in (3.1), then (3.2) changes to

$$\int_a^b f(t) \, dt = (b - a) f(c) - F_K(f; c),$$

such that $m_{1,1}^* \leq F_K(f; c) \leq M_{1,1}^*$ and

$$I(i) = \int_0^{(b-a)/2} \alpha(z + a) \frac{z + |z|}{2} \, dz = \int_0^{(b-a)/2} \alpha(z + a) \, dz,$$

$$I(ii) = \int_{c-b}^0 \alpha(z + b) \frac{z + |z|}{2} \, dz = 0,$$

$$II(i) = \int_0^{c-a} \beta(z + a) \frac{z - |z|}{2} \, dz = 0,$$

$$II(ii) = \int_{c-b}^0 \beta(z + b) \frac{z - |z|}{2} \, dt = - \int_0^{(b-a)/2} \beta(b - z) \, dz.$$

In this way, if $\alpha(t) = \alpha_0 + \alpha_1 t$ and $\beta(t) = \beta_0 + \beta_1 t$ are considered, then we obtain

$$I(i) = \frac{(b-a)^2}{4} \left( \frac{\alpha_0 + a\alpha_1}{2} + \alpha_1 \frac{b-a}{6} \right).$$
and
\[ II(ii) = \frac{(b-a)^2}{4}(-\frac{\beta_0 + \beta_1 b}{2} + \beta_1 \frac{b-a}{6}), \]
which eventually yields
\[ m^*_{1,1} = \frac{(b-a)^2}{4}((\alpha_1 + \beta_1) \frac{b-a}{6} + \frac{\alpha_0 + a\alpha_1 - (\beta_0 + \beta_1 b)}{2}). \]
In a similar way we can find that
\[ M^*_{1,1} = \frac{(b-a)^2}{4}((\alpha_1 + \beta_1) \frac{b-a}{6} + \frac{-(\alpha_0 + a\alpha_1 + \beta_0 + \beta_1 b)}{2}). \]
The final result is a new bound for the error of midpoint rule as
\[ m^*_{1,1} \leq (b-a)f(\frac{a+b}{2}) - \int_a^b f(t)dt \leq M^*_{1,1}. \]

b) If \( \lambda_1 = \lambda_2 = \lambda = (b-a)/2 \) and \( c = (a+b)/2 \) in (3.1), then (3.2) changes to
\[ F_K(f; c) = \frac{b-a}{2}(f(a) + f(b)) - \int_a^b f(t)dt, \tag{3.3} \]
such that \( m^*_{1,2} \leq F_K(f; c) \leq M^*_{1,2} \) and
\[
\begin{align*}
I(i) &= \int_a^c \alpha(t) \frac{t - (a+b)/2 + |t - (a+b)/2|}{2} dt, \\
I(ii) &= \int_c^b \alpha(t) \frac{t - (a+b)/2 + |t - (a+b)/2|}{2} dt, \\
II(i) &= \int_a^c \beta(t) \frac{t - (a+b)/2 - |t - (a+b)/2|}{2} dt, \\
II(ii) &= \int_c^b \beta(t) \frac{t - (a+b)/2 - |t - (a+b)/2|}{2} dt.
\end{align*}
\]
Therefore
\[ m^*_{1,2} = \int_{(a-b)/2}^{(b-a)/2} (\alpha(z + c) \frac{z + |z|}{2} + \beta(z + c) \frac{z - |z|}{2}) dz, \]
and in a similar way we can find that
\[ M^*_{1,2} = \int_{(a-b)/2}^{(b-a)/2} (\alpha(z + c) \frac{z - |z|}{2} + \beta(z + c) \frac{z + |z|}{2}) dz. \]
The above results give new bounds for the trapezoidal rule (3.3) as follows
\[ m^*_{1,2} \leq \frac{b-a}{2}(f(a) + f(b)) - \int_a^b f(t)dt \leq M^*_{1,2}. \]
For instance, if $\alpha(t) = \alpha_0$ and $\beta(t) = \beta_0$ then

$$m_{1,2}^* = \frac{(b-a)^2}{8}(\alpha_0 - \beta_0) \quad \text{and} \quad M_{1,2}^* = \frac{(b-a)^2}{8}(\beta_0 - \alpha_0),$$

leading to the well known inequality

$$\left| \frac{b-a}{2} (f(a) + f(b)) - \int_a^b f(t) dt \right| \leq \frac{(b-a)^2}{8}(\beta_0 - \alpha_0).$$

c) If $0 < \lambda_1 = \lambda_2 = \lambda < (b-a)/2$ and $c = (a+b)/2$ in (3.1), then (3.2) changes to a generalized Simpson rule, cf. [9,14,19] as

$$\lambda(f(a) + f(b)) + (b - a - 2\lambda)f\left(\frac{a+b}{2}\right) - \int_a^b f(t) dt = F_K(f;c),$$

such that $m_{1,3}^* \leq F_K(f;c) \leq M_{1,3}^*$ and

\[
\begin{align*}
I(i) &= \int_{-\lambda}^{(b-a)/2-\lambda} \alpha(z + a + \lambda) \frac{z + |z|}{2} dz = \int_0^{(b-a)/2-\lambda} \alpha(z + a + \lambda) z dz, \\
I(ii) &= \int_{(a-b)/2-\lambda}^{\lambda} \alpha(z + b - \lambda) \frac{z + |z|}{2} dz = \int_0^{\lambda} \alpha(z + b - \lambda) z dz, \\
II(i) &= \int_{-\lambda}^{(b-a)/2-\lambda} \beta(z + a + \lambda) \frac{z - |z|}{2} dz = \int_0^{0} \beta(z + a + \lambda) z dz, \\
II(ii) &= \int_{(a-b)/2-\lambda}^{\lambda} \beta(z + b - \lambda) \frac{z - |z|}{2} dz = \int_0^{(a-b)/2-\lambda} \beta(z + b - \lambda) z dz.
\end{align*}
\]

For instance, if $\alpha(t) = \alpha_0$ and $\beta(t) = \beta_0$ then we have

\[
\begin{align*}
I(i) &= \alpha_0 \frac{(b-a)/2-\lambda)^2}{2}, \quad I(ii) = \alpha_0 \frac{\lambda^2}{2}, \\
II(i) &= -\beta_0 \frac{\lambda^2}{2} \quad \text{and} \quad II(ii) = -\beta_0 \frac{(a-b)/2-\lambda)^2}{2},
\end{align*}
\]

which yields

\[
\begin{align*}
m_{1,3}^* &= (\alpha_0 - \beta_0)(\lambda^2 + \frac{(b-a)^2}{8} - \frac{(b-a)\lambda}{2}), \\
M_{1,3}^* &= (\beta_0 - \alpha_0)(\lambda^2 + \frac{(b-a)^2}{8} - \frac{(b-a)\lambda}{2}).
\end{align*}
\]

In this case, we can conclude that

\[
\begin{align*}
&\left| \lambda(f(a) + f(b)) + (b - a - 2\lambda)f\left(\frac{a+b}{2}\right) - \int_a^b f(t) dt \right| \\
&\leq (\beta_0 - \alpha_0)(\lambda^2 + \frac{(b-a)^2}{8} - \frac{(b-a)\lambda}{2}).
\end{align*}
\]
For $\lambda = (b-a)/6$ we find back a result of [14] in the form
\[
\left| \frac{b-a}{6} (f(a) + f(b) + 4f\left(\frac{a+b}{2}\right)) - \int_a^b f(t)dt \right| \leq \frac{5}{12}(\beta_0 - \alpha_0)(b-a)^2,
\]
and for $\lambda = (b-a)/4$, the following sharper bound [9] is derived
\[
\left| \frac{b-a}{4} (f(a) + f(b) + 2f\left(\frac{a+b}{2}\right)) - \int_a^b f(t)dt \right| \leq \frac{1}{10}(\beta_0 - \alpha_0)(b-a)^2. \tag{3.4}
\]

### 3.1 Numerical experiments

In this section, we present some numerical evidence that illustrates our given error bounds. For example, as we pointed out, if in the three point quadrature (3.1) we take $\lambda_1 = \lambda_2 = (b-a)/4$, $c = (a+b)/2$ and $\alpha_0 \leq f'(t) \leq \beta_0$ for any $t \in [a, b]$, then according to (3.4), the quadrature rule
\[
\int_a^b f(t)dt \simeq \frac{b-a}{4} \left( f(a) + 2f\left(\frac{a+b}{2}\right) + f(b) \right), \tag{3.5}
\]
has a minimum error bound equal to
\[
E_0 = (b-a)^2(\beta_0 - \alpha_0)/16.
\]

Clearly $E_0$ shows whenever the values $(b-a)^2$ and $\beta_0 - \alpha_0$ are simultaneously small, the quadrature (3.5) is more accurate as Table 1 illustrates it.

<table>
<thead>
<tr>
<th>$x$</th>
<th>Exact value</th>
<th>quadrature (3.5)</th>
<th></th>
<th>Error</th>
<th>bound $E_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0000836036050612</td>
<td>0.000091218034928909</td>
<td>0.0000451298920797297</td>
<td>0.0000429202070797297</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.008754998987940</td>
<td>0.01018429762975</td>
<td>0.000142929864234</td>
<td>0.000421069562405</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.03350778159436</td>
<td>0.03863858075520</td>
<td>0.00513179916083</td>
<td>0.0150634582400</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.08494639879631</td>
<td>0.09971242132216</td>
<td>0.01217702234585</td>
<td>0.0356160019326</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.017816588186474</td>
<td>0.019486941820256</td>
<td>0.002300353633783</td>
<td>0.006701280351256</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.030153102984455</td>
<td>0.0339111408992320</td>
<td>0.03758307907685</td>
<td>0.01090401161469</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.047951752295790</td>
<td>0.053501364793226</td>
<td>0.05549612497436</td>
<td>0.016032067221619</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.070972179129481</td>
<td>0.078574829270206</td>
<td>0.07602650167725</td>
<td>0.02169297150639</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.099446467041305</td>
<td>0.109272148157979</td>
<td>0.0982568116674</td>
<td>0.02817956150800</td>
<td></td>
</tr>
</tbody>
</table>

In this table, we have considered a special case of the incomplete gamma function as $\Gamma(x; 7/2) = \int_0^x t^{5/2}e^{-t}dt$ for different values of $x = 0.1 \ (0.1) 0.9$. By noting the value $E_0$, the aforesaid table shows whenever $x$ is smaller the bound $E_0$ is also smaller and we have therefore a better result for the quadrature (3.5). In this direction note that if $f(t) = t^{5/2}e^{-t}$, then we respectively have
\[
f'(t) = t^{3/2}e^{-t}(-t + 5/2) \geq 0, \ \forall t \in [0, 0.9]
\]
and
\[
f''(t) = \frac{1}{4}t^{1/2}e^{-t}(4t^2 - 20t + 15) \geq 0, \ \forall t \in [0, 0.9].
\]
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