On Efficiency of Parallel Solvers for the Blood Flow through Aortic Valve
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\textbf{Abstract.} Mathematical modelling of cardiac haemodynamics presents a great challenge to the computational scientists due to numerous numerical issues and required computational resources. In this paper, we study the parallel performance of 3D simulation software for the blood flow through the aortic valve. The fluid flow problem with the open aortic valve leaflets is formulated and solved in parallel. The choice between the segregated and coupled numerical schemes is discussed and investigated. We present and compare the parallel performance results of both types of parallel solvers. We investigate their strong and weak scalability.
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\section{Introduction}

Nowadays, application of parallel computing technologies in the numerical solution of any computationally challenging problem is essential. However, fast and efficient parallel computations require application of the appropriate parallel
algorithms. The permanent development of the parallel computing technologies with all their diversity requires a constant attention, which must be paid to a development and selection of proper parallel algorithms for the solution of various problems.

For the problems described by the systems of partial differential equations (PDEs), one needs to select the efficient combination of the domain decomposition method, numerical discretization scheme with the appropriate mesh generator, numerical solution method for the systems of linear equations with scalable preconditioner [4]. Unsuccessful choices of these methods or even their parameters often lead to the degraded performance of the resulting parallel solution algorithm. Here, we remind the well-known fact that combination of methods producing the quickest sequential solution time usually does not show the best possible parallel scalability and efficiency [36].

Obviously, the selection of the best suitable numerical methods and construction of the efficient parallel solution algorithm are highly dependable on the specifics of the considered problem [16,34,37]. Studies of parallel scalability of different applications are regularly appearing in the scientific literature [9,26]. Continuous attention to this field is caused by the constant development of parallel computing technologies, appearance of the multicore processors, specialized GPUs (Graphics Processing Units), accelerators and coprocessors [1,27]. New algorithms and software tools are developed seeking to meet the demands of petascale and exascale computing [10,33].

In this paper, we consider the application of parallel computing for mathematical modeling of blood flow through the aortic valve [23,32]. This problem causes great computational challenges due to the complex flow in complicated 3D geometries [24]. Its practical importance is obvious. In spite of continuous advancements in medicine, cardiovascular diseases are one of the leading causes of death in the world [24]. Therefore, great scientific effort is put into understanding of heart structure and function. The heart is a complex system governed by haemodynamics [20,28], structural dynamics and electromagnetics [23,39]. In spite of significant advances in imaging modalities for studying cardiac haemodynamics, present-day in vivo measurement techniques can only resolve the large scale blood flow features [22,24].

Computational fluid dynamics (CFD) can be used as a simulation tool to augment the information obtained by clinicians from the traditional diagnostic modalities, including echocardiography, computed tomography (CT) and magnetic resonance imaging (MRI). In theory, using a CFD, a computational representation of a vascular region prone to disease can be built for each patient. However, in practice, obtaining the aortic valve flow patterns at physiologic conditions and scales sufficiently fine for patient-specific haemodynamics is still a major research challenge [22]. Nevertheless, in recent years, there have been growing efforts and successes in 3D CFD simulations and high resolution 3D measurements of the blood flow and the heart motion [23,25]. Various techniques have been devised to obtain the detailed information on time-dependent aortic valve flow patterns [32]. For example, a framework for the simulation and visualization of blood flow through the aortic valve was developed by Kulp et al. [20]. Healthy and diseased aortic valves were simulated by using the
contrast-enhanced computed tomography, the full R-R animated model and the highly-accurate Navier-Stokes solver on a staggered grids. However, to the best of our knowledge, in such studies the issues of parallel performance of numerical solution algorithms were not considered.

In this work, we study the parallel performance of 3D simulation software for the blood flow through the aortic valve [18]. It is built upon the ANSYS Fluent package [2]. ANSYS Fluent is one of the most-powerful CFD software tools available. The choice of this popular commercial CFD software tool for the present study is also motivated by the fact that the parallel scalability of ANSYS Fluent based solvers is seldom reported in the scientific literature [13, 31] compared to the solvers based on the open source alternatives, such as OpenFOAM [9,36], DUNE [10,26], FEniCS [33].

The main goal of the present research is to investigate the parallel efficiency of two main numerical approaches commonly used for the solution of CFD problems, specifically for the problem of flow through the open and fixed aortic valve. In this work, we study the scalability of parallel algorithms based on coupled [5,8] and segregated [14,30] numerical schemes. In the segregated approach, discretized PDEs of all independent variables are decoupled and solved separately. In the coupled approach, discretized PDEs of velocity and pressure variables are solved in one system of linear equations. For relatively simple CFD benchmarks, coupled schemes are reported to be not only more robust, but also significantly faster in CPU time [5,8]. In this work, we study and compare the performance of both schemes, solving specific computationally challenging problem. Moreover, both types of schemes have different parallelization properties. Their comparative parallel performance is not obvious for each specific problem.

Other parts of the paper are organized as follows. Section 2 presents the mathematical model and defines the problem of flow through the aortic valve, which is used in this work for our study. In Section 3, first, we briefly present the numerical schemes that are applied to solve the considered problem. Next, we show and discuss their convergence. In Section 4, we discuss the parallelization of two employed solvers. We present and analyze the parallel performance of both solvers, measured in case of the considered problem. Finally, some conclusions are presented.

2 Mathematical model and problem formulation

To describe the turbulent blood flow through the aortic valve, we use the Reynolds-averaged Navier-Stokes (RANS) equations for the transient flow of incompressible Newtonian fluid [21]:

\begin{align}
\rho \frac{\partial \bar{u}_i}{\partial t} + \rho \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} &= -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial \bar{u}_i}{\partial x_j} - \rho \bar{u}_i \bar{u}_j \right), \quad i = 1, 2, 3, \\
\frac{\partial \bar{u}_i}{\partial x_i} &= 0, \\
\rho \frac{\partial \bar{u}_i}{\partial t} + \rho \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} &= -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial \bar{u}_i}{\partial x_j} - \rho \bar{u}_i \bar{u}_j \right), \quad i = 1, 2, 3, \\
\frac{\partial \bar{u}_i}{\partial x_i} &= 0,
\end{align}

where $\bar{u}_i$ is the mean velocity component ($i = 1, 2, 3$), $\overline{p}$ is the mean pressure, $\mu$ is the viscosity of blood, $\rho$ is the density of blood, $\overline{\rho u'_i u'_j}$ are the Reynolds stresses ($i, j = 1, 2, 3$). RANS equations are derived from the Navier-Stokes equations by using the Reynolds decomposition to decompose the flow variable (e.g. velocity $u_i$) into the mean (time-averaged) component $\bar{u}_i$ and the fluctuating component $u'_i$, i.e. $u_i = \bar{u}_i + u'_i$. Note that we use the Einstein summation convention in equations (2.1)–(2.2).

The Newtonian fluid model was considered, since the blood in the aorta and large arteries behaves accordingly [23]. The non-Newtonian blood behaviour becomes relevant only in the cases of the slow flows in the small arteries and veins. Thus, the blood was modelled as an incompressible Newtonian fluid with the dynamic viscosity $\mu$ set to $0.004028 \, \text{kg/(m s)}$. The density of the blood $\rho$ was set to $1060 \, \text{kg/m}^3$.

The need for turbulence modelling arises because of the high Reynolds numbers of the blood flow past the aortic valve, following the peak systole [3,23]. Turbulence models based on RANS approach are commonly used in the numerical studies of the flow through the aortic valve [15,23]. There are also attempts to employ the Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS) approaches to model the pulsatile flow through the bileaflet mechanical heart valves (see the references in [23]). As expected, the latter methods show the ability to capture the finer details of the flow field [12]. However, RANS approach is often preferred for the balance of turbulence resolution and computational cost. It also shows a good agreement with the more detailed turbulence models [12] as well as experimental data [28,35].

In this work, the Boussinesq hypothesis is applied to model the Reynolds stress terms $\overline{\rho u'_i u'_j}$ in equation (2.1):

$$
\overline{\rho u'_i u'_j} = \mu_t \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) - \frac{2}{3} \delta_{ij} \rho k, 
$$

where $\delta_{ij}$ is the Kronecker delta, $\mu_t$ is the turbulent viscosity, $k$ is the turbulent kinetic energy. In this work, we use the two-equation $k-\varepsilon$ model [21] to find the turbulent viscosity and turbulent kinetic energy. We have performed the study on performance of various turbulence models in another our work [38].

A critical prerequisite for the patient-specific analysis of the aortic valve is the integration of the state-of-the-art clinical imaging with CFD computations. To obtain the problem domain for this study, 3D images of the aortic valve were acquired from a human subject by using the computer tomography equipment GE LightSpeed VCT (GE Healthcare, USA). The MITK (Medical Imaging Interaction Toolkit) software [29] was employed to extract the geometric parameters of the aortic valve from the acquired images in DICOM (Digital Imaging and Communications in Medicine) format.

A 3D geometric model of the open aortic valve was constructed from the parametric curves according to the obtained patient-specific geometric parameters. The surface of sinuses was represented by the extrusion of curtate epicycloid. The analytical surface model of the valve leaflets is based on the hypocycloidal type surface of extrusion. The details of the geometric model can be found in [18,38]. Figure 1a shows the final geometry of the aortic valve used.
in our tests. Finally, the geometric model was imported into the ANSYS DesignModeler software for the mesh generation. The generated computational mesh with 834534 cells is shown in Figure 1b.

![Geometric model of aortic valve](image1a.png) ![Mesh with 834534 cells](image1b.png)

Figure 1. Problem geometry of open and fixed aortic valve and computational mesh

It is important to note here that the present research is focused on the computational challenges of flow resolution in the peak systole phase at maximum velocities. Obviously, a full cardiac cycle simulation requires to taking into account the movement of aortic valve leaflets. There are different approaches for doing that. An approach based on the Fluid-Structure Interaction (FSI) looks very promising in recent studies [22, 23, 24]. However, FSI computations require the profound knowledge of the complex tissue rheology, the electrical properties or even the external load due to the surrounding organs. It is hardly possible to obtain the required data in a non-invasive way today.

Another important moment in the problem setup, which cannot be underestimated, is the specification of the appropriate boundary conditions. The systolic phase of the cardiac cycle was simulated by applying a time-dependent velocity of the plug flow as the inflow boundary condition:

\[ u_3(\vec{x}, t) = U(t), \quad \vec{x} \in S_{\text{inlet}}, \quad t \in [0, T], \]

(2.4)

where \( u_3 \) is the velocity component normal to the inlet surface \( S_{\text{inlet}} \). Note that we have returned to the usual notation of velocity. Tangential to the inlet \( S_{\text{inlet}} \) velocity components were set to zero:

\[ u_1(\vec{x}, t) = 0, \quad u_2(\vec{x}, t) = 0, \quad \vec{x} \in S_{\text{inlet}}, \quad t \in [0, T]. \]

(2.5)

The normal velocity component \( U(t) \) was determined by using the clinical Doppler measurements of the considered patient performed by the Philips iE33 ultrasonographic system (see Figure 2b). Measured data were approximated by the smooth curve to avoid known convergence problems. Obtained waveform
of the inlet velocity (2.4) is shown in Figure 2a. The measured velocity reached maximal value of 1.44 m/s at $t = 0.13$ s.

In this work, we have simulated the flow through the aortic valve with leaflets fixed at the open position in time interval $[0, T]$, where $T = 0.2$ s. All simulations were started from a zero initial condition.

![Figure 2. The analytic approximation a) of the measured blood velocity b) serving as the inlet boundary condition (2.4)](image)

The no-slip boundary conditions were prescribed for the velocity on the aorta walls and fixed rigid leaflet surfaces. So called outflow boundary conditions are used to model flow exits, where the details of the flow velocity and pressure are not known prior to solving the flow problem. The required information is extrapolated from the interior of the solution domain. The outflow boundary conditions are approached physically in fully developed flows. The applied outflow boundary conditions have the smallest impact on the upstream flow solution and allow vortices to exit the computational domain with minimal disturbances. However, the outflow boundary conditions usually lead to solution divergence in the case of backflows [11]. This problem is going to be investigated in another our study.

### 3 Numerical solution algorithms

To solve the formulated problem of flow through the aortic valve, nonlinear Reynolds–averaged Navier–Stokes equations (2.1)–(2.2) are discretized with a finite volume method on generated collocated grids. Besides the choice of the grid, the way of coupling between the velocity and pressure is an essential part of any numerical scheme for the solution of Navier–Stokes equations. There are two main strategies to perform the velocity-pressure coupling, either a segregated or a coupled approach.

In the segregated approach, equations for all variables in the system are decoupled by using the fixed known values from the last iteration of the other independent variables. The linear systems obtained after the discretization can now be solved separately for all variables. A well-known representative of the segregated approach is the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm [30].
This approach has the advantage of yielding small storage requirements and systems amenable to solution by classical iterative methods because of the standard structure and properties of system matrices. Unfortunately, suppressed interlinkage between the PDE equations results in serious drawbacks, such as convergence deterioration and the need for underrelaxation. Over the years many ways have been proposed to improve the convergence of the SIMPLE algorithm staying within segregated approach. Among the most important ones is the PISO (Pressure-Implicit with Splitting of Operators) algorithm [14]. It performs additional neighbour and skewness corrections to reduce the number of outer iterations and speed up the convergence.

The drawbacks of segregated schemes and tremendous increase in the available computer memory have stimulated the search for more robust, coupled methods of solution [5, 8]. The idea is to solve discretized momentum and pressure-based continuity equations together in one system of linear equations:

\[ \sum_{j \in N(i)} A_{ij} \vec{X}_j = \vec{B}_i, \quad i \in \omega_h, \quad (3.1) \]

where \( i \) is the cell index from discrete grid \( \omega_h \), \( j \) are cells from the discretization stencil \( N(i) \) of that cell,

\[ A_{ij} = \begin{pmatrix} a_{pp}^{ij} & a_{pu}^{ij} & a_{pw}^{ij} & a_{pv}^{ij} \\ a_{up}^{ij} & a_{uu}^{ij} & a_{uw}^{ij} & a_{uv}^{ij} \\ a_{vp}^{ij} & a_{vu}^{ij} & a_{vw}^{ij} & a_{vw}^{ij} \\ a_{wp}^{ij} & a_{wu}^{ij} & a_{ww}^{ij} & a_{ww}^{ij} \end{pmatrix}, \quad \vec{X}_j = \begin{pmatrix} p_j \\ u_j \\ v_j \\ w_j \end{pmatrix}, \quad \vec{B}_i = \begin{pmatrix} b_{p}^{i} \\ b_{u}^{i} \\ b_{v}^{i} \\ b_{w}^{i} \end{pmatrix}, \]

here \( A_{ij} \) is the discretization coefficients matrix, \( \vec{X}_j \) and \( \vec{B}_i \) are vectors with discrete unknowns and right-hand side values. It is worth noting that for clarity we have used here a different notation for velocity components.

Retaining the coupling between the momentum and pressure equations promotes the stability and accelerates the convergence rates [5, 8]. Application of the coupled scheme is advised when the quality of the mesh is poor, non-linear iterations are very expensive due to the time-consuming physical models for constitutive relations, or if larger time steps need to be used.

However, for significantly reduced and stable number of outer iterations of coupled scheme, we pay a price with a solution of four times larger systems of linear equations (3.1) with non-standard matrices. Thus, the performance of the coupled scheme is critically dependent on the performance of an iterative solver. There is a danger that the advantage of the higher convergence rate will be countered by the increase in computational time incurred in the solution of the enlarged system of equations.

Now we discuss and compare the performance of the coupled and PISO schemes solving the flow problem formulated in Section 2. The problem under consideration is characterized by the complex 3D flow patterns. Figure 3 shows the numerical solution at the time moment \( t = 0.158 \) s.

The obtained 3D velocity field is visualized by using the streamlines technique and ParaView software [17]. Figure 3 shows the vortices that are developing in aortic sinuses between the wall of the aorta and each of the three aortic
The developed vortices detach and move downstream in the ascending aorta as the flow starts to decelerate after the peak systole.

In Figure 4, we compare the convergence of the coupled and PISO schemes applied to solve the formulated problem. It shows the time evolution of differences in pressure \( p \) and velocity \( u_3 \) between the various numerical solutions. The presented differences were computed in \( L_2 \) norm. We compare the numerical solutions obtained with PISO (P-x) and coupled (C-x) schemes on three different discrete meshes of increasing size (x-A, x-B, x-C). Figure 1b shows the mesh with 834534 cells, which is denoted by A in Figure 4. The mesh with 1679578 cells is denoted by B and that with 1941161 cells is represented by C. Numerical solution obtained with the coupled scheme on mesh C serves as the reference (exact) solution in this study.

In Figure 4, the curves P-A and C-A represent the differences in \( L_2 \) norm between the reference solution and solutions obtained on mesh A with PISO and coupled schemes, respectively. The curves P-B and C-B represent the
differences in $L_2$ norm between the reference solution and solutions obtained on mesh B. Finally, the curve P-C represents the time evolution of differences between solutions obtained with the PISO and coupled schemes on mesh C.

In all computational tests presented here, we have used a sufficiently small time step $\Delta t = 0.0002$ s, which is based on the time step independence study. We note here that Jahandardoost et al. [15] have reported using a time step $\Delta t = 0.001$ s for the RANS modelling of flow through the bileaflet mechanical valve with leaflets fixed in the open position and similar mesh size $2 \cdot 10^6$. It is important to note that we have a more complicated geometry in our test case. Le et al. [22] have used a time step $\Delta t = 1.07 \cdot 10^{-4}$ s in their FSI simulations of an aortic heart valve prosthesis. Thus, our time step is consistent with those used in the similar numerical studies [11, 15, 22].

According to its definition, $L_2$ norm shows the averaged difference between the two numerical solutions inside the whole problem domain. In Figure 4, the presented results show that the PISO and coupled schemes produce very similar solutions on the same mesh. Analyzing results on the different meshes, we see that obtained differences, comparing to the reference solution, increase as the flow accelerates and then slightly decrease in the deceleration phase. Nevertheless, convergence in space can be clearly observed. Similar results were obtained for the convergence in time.

In Table 1, we demonstrate the computational performance of the coupled and PISO schemes applied to solve the formulated problem. We present the total simulation time (the CPU wall time in hours), the average number of iterations per time step and the total number of cycles of algebraic multigrid (AMG) solver used for the numerical solution of arising linear systems.

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Time, h</th>
<th>Iterations</th>
<th>AMG cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
<td>P</td>
<td>C/P</td>
</tr>
<tr>
<td>834534</td>
<td>31.30</td>
<td>9.66</td>
<td>3.24</td>
</tr>
<tr>
<td>1679578</td>
<td>53.95</td>
<td>19.40</td>
<td>2.78</td>
</tr>
<tr>
<td>1941161</td>
<td>82.70</td>
<td>28.04</td>
<td>2.95</td>
</tr>
</tbody>
</table>

First, we note that the computational complexity of the formulated problem and RANS model, considered in this study, is clearly demonstrated by the total simulation times in Table 1. Moreover, these solution times were obtained solving the formulated problem in parallel with 32 processes on 8 computing nodes. For this study, all performance tests were performed on the computer cluster “Vilkas” (http://vilkas.vgtu.lt) at the Laboratory of Parallel Computing of Vilnius Gediminas Technical University. We have used up to eight nodes with Intel® Core™ i7 processors with 4 cores (@ 2.80 GHz) per node. Computational nodes of dedicated cluster are interconnected via Gigabit Ethernet Smart Switch.

In agreement with the theory, the coupled scheme appeared to be very
robust. No convergence problems were encountered for different meshes and times steps considered in this study. At the same time, the PISO scheme experienced significant convergence problems. However, after a careful selection of numerical parameters, we were able to obtain superior performance not only in the solution time, but even in the number of iterations. In each PISO iteration, we have performed 2 skewness corrections and 3 neighbour corrections. The under-relaxation parameters were tuned for each specific case (mesh and time step) and changed inside the simulation time interval \([0, 2]\).

In the case of considered aortic valve problem, we have obtained the opposite conclusion compared to the results reported in other numerical studies \([5, 8]\). This can be possibly explained by the fact that much more simple CFD benchmarks were used in those studies (mostly 2D problems). Our results suggest that the comparative performance of coupled and segregated schemes strongly depends on the complexity of the flow patterns and the quality of the computational meshes.

It is clear that the quality of mesh is critically important for the numerical solution of the considered problem. However, mesh generation is very challenging in the considered case. Some open issues with the currently used mesh generation algorithms can be seen in Table 1. The total solution times increase by 53% (coupled) and 45% (PISO) as the mesh size increases from 1679578 cells to 1941161 cells (16%). These issues are going to be investigated in the future work.

4 Parallel performance tests and analysis

Now we present the parallel performance tests and analysis of solvers based on the PISO and coupled schemes that were applied to solve the considered challenging problem of flow through the aortic valve. The parallel solvers in ANSYS Fluent package are obtained in the same way as in alternative open source packages, such as OpenFOAM, DUNE and others. Parallelization in ANSYS Fluent is implemented at a low level using the MPI library and does not require any parallel specific coding from the user.

ANSYS Fluent employs the domain decomposition method [4] for the parallelization of numerical solution algorithms of PDEs problems. The mesh and its associated fields are partitioned into sub-domains, which are allocated to different processes. Parallel computation of any implicit finite volume scheme requires two types of communication [37]. The first type of communication has the local nature. It is done between the neighbouring processes for the approximation of differential operators on the given stencil and for the matrix-vector multiplication in iterative linear solvers. The second type of communication is the global communication, which is performed between all processes for computation of scalar products in iterative linear solvers.

ANSYS Fluent supports two methods of domain decomposition, which decompose the data into non-overlapping sub-domains: bisection and Metis methods. For our problem, the mesh is partitioned by using the method from the well-known Metis library [19] for graph and mesh partitioning. No geometric input is required from the user. This decomposition method attempts to ensure
the load balance between the parallel processes and to minimize the number of boundary edges between the sub-domains. The latter factor reduces the amount of data transferred between the neighbouring processes.

In Figure 5, we compare the strong scalability of two parallel algorithms based on the coupled and PISO schemes, respectively, for the solution of the considered aortic valve problem. We present the parallel performance results for two problems of fixed size solved on meshes with 0.8 and 1.6 million of cells. We show the measured values of parallel algorithmic speedup $S_p = T_1/T_p$ and parallel efficiency $E_p = S_p/p$, increasing the number of parallel processes $p$. Here $T_p$ is the total CPU wall time of the solution. Note that due to the large memory requirements, we were not able to solve the problem with 1.6 million cells on a single node. Therefore parallel performance results for this problem size are presented starting from 2 nodes, i.e. $2 \times 4 = 8$ parallel processes.

![Figure 5. Strong scalability of parallel algorithms based on the coupled and PISO schemes solving the considered problem on meshes with 0.8 and 1.6 million cells.](image)

It can be observed from Figure 5 that the parallel algorithm based on the PISO numerical scheme demonstrates significantly better parallel scalability and efficiency than the parallel algorithm based on the coupled numerical scheme. As could be expected, the parallel performance metrics (speedup and efficiency) are greater for the bigger problem. This is in accordance with the theory. The parallel algorithm based on the PISO scheme shows even super-linear speedup. It is interesting to note that the measured parallel performance metrics in this study are significantly better than those obtained in our previous studies for OpenFOAM-based parallel solvers [36] and our own parallel solvers [6,37].

In recent years, the common opinion of the parallel computing community is starting to shift in favor of a weak scalability studies. It is believed that in practice it is more important to solve the increasingly bigger problems without significant degradation in the performance (i.e. to have good weak scalability) than to efficiently reduce the solution time of a fixed-size problem (i.e. have good strong scalability).

Next, in Figure 6, we show and compare the weak scalability of two considered parallel algorithms based on the coupled and PISO schemes, respectively, solving the formulated problem of flow through the aortic valve. The parallel
efficiency of the weak scaling is defined as \( E_N = \frac{T(0.8 \cdot 10^6; 8)}{T(N; p(N))} \). Here \( T(N; p(N)) \) is the total parallel solution time with \( p(N) \) processes on mesh with \( N \) cells. In the weak scalability study, we solve the increasingly bigger problems with a proportionally increasing number of parallel processes \( p(N) \) and measure \( T(0.8 \cdot 10^6; 8) \), \( T(1.6 \cdot 10^6; 16) \), \( T(2.4 \cdot 10^6; 24) \), \( T(3.2 \cdot 10^6; 32) \).

\[
\begin{align*}
\text{Efficiency } E_N, \% & \quad \text{Mesh size, } N \text{ cells} \\
\text{Coupled PISO} & \\
0.8 \cdot 10^6 & 76 \quad 98 \quad 78 \quad 96 \quad 80 \quad 94 \quad 84 \quad 92 \quad 88 \quad 90 \quad 89 \quad 86 \quad 91 \quad 87
\end{align*}
\]

**Figure 6.** Weak scalability of parallel algorithms based on the coupled and PISO schemes solving the problem of flow through the aortic valve with increasing mesh size

The measured results of the parallel tests show that the weak scalability of the considered parallel solvers is even better that the strong scalability. Again, the parallel algorithm based on the PISO numerical scheme appears to be more advantageous for the parallel computations in spite of the less robust convergence.

**Conclusions and future work**

It is known that the choice between the coupled and segregated numerical schemes depends on the problem. We have shown that for the problems of challenging computational complexity significantly older segregated schemes like PISO can still be advantageous over the more modern and recently very popular coupled schemes. We believe that parallel efficiency of the developed numerical algorithms needs to be carefully studied for each important and complicated application.

In the studied case, the efficient application of parallel computing technologies makes the haemodynamic simulations more feasible. It enables the solution of more accurate models and complicated problems. However, employment of more accurate turbulence modelling approaches like LES and DNS would require simulation at even smaller time and space scales. Today, such simulations are only feasible on true supercomputers, but not on the middle-class clusters and workstations.

Parallel scalability of the OpenFOAM-based solvers will be studied for the considered problem of flow through the aortic valve in the future work. We will consider the performance of an important component of the parallel solution algorithm, namely, the scalability of the preconditioner for the parallel solution of large systems of linear equations.
Another important direction of the future work is a formulation of theoretical performance model for the considered parallel numerical algorithms. Accurate performance prediction model needs to properly describe the performance of linear system solver (including parallel scalability), convergence of PISO and coupled iterative methods, etc. Such theoretical performance model would need to be implemented in a special parallel performance prediction tool [7] and supplied with the properly obtained parameters. Many of these parameters will need to be test-specific. They will depend on the test (geometry, mesh, time step, flow parameters, etc.) and will need to be carefully reevaluated for each new test.

However, such parallel performance prediction tool would allow to assess the performance of whole parallel algorithm on various types of parallel computing infrastructure (e.g. GPU clusters) and choose suitable options and settings without real test runs, which can take up to several days and weeks (see Table 1).
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