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ABSTRACT

The problem of global uniformization of algebraic correspondence is investigated. The weaker assumptions are used in the analysis.

1. INTRODUCTION

Let $f(z, w)$ be a polynomial of two complex variables over field $\mathbb{C}$ of all complex numbers. A correspondence between complex variables $z$ and $w$ is given by the following equation

$$f(z, w) = 0. \quad (1)$$

The problem of constructing a global uniformization of the correspondence $(1)$ in an explicit form was investigated in [1] - [4]. In these papers, the problem was solved under assumption that the low for sewing sheets of the corresponding covering of the plane $\mathbb{C}_z$ is known and that the equation $(1)$ is irreducible. It is known (see [5] - [7]) that the latter is equivalent to the connection of the Riemann surface $\mathcal{R}$, which is determined by the equation $(1)$. It was shown in [1] - [4] that, under this assumption, there exist a simply connected domain $D \subset \hat{\mathbb{C}}$ with a piecewise smooth boundary $\partial D$ and there are functions

$$\begin{cases}
    z = \varphi(\xi) \\
    w = \psi(\xi)
\end{cases} \quad (2)$$

with the following properties:
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(a) one of the functions (2) is rational (and hence, another one is a branch of an algebraic function);

(b) \( \forall \xi \in D \cup \partial D : f[\varphi(\xi), \psi(\xi)] = 0 \);

(c) the mapping \( D \cup \partial D \rightarrow \mathbb{R} \), which is determined by the equation (2), is surjective, and its restriction on the domain \( D \) is injective.

Now we consider the problem of the global uniformization of the correspondence (1) without the assumptions mentioned above. In particular, we verify the equation (1) for the reducibility. We do not know any solution of this problem, since effective algorithms for calculation of the monodromy group of the equation (1) are not known.

2. THE PROBLEM OF GLOBAL UNIFORMIZATION

The equation (1) can be written in the form:

\[
f(z, w) \equiv a_0(z)w^n + a_1(z)w^{n-1} + \ldots + a_n(z) = 0,
\]

where \( a_0(z), a_1(z), \ldots, a_n(z) \) are polynomials. Assume without loss of generality that \( a_0(z) \equiv 1 \), since in the case of \( a_0(z) \neq 1 \) we can introduce a new function \( \zeta = a_0(z)w \), and the equation (3) will have the required form with respect to the variable \( \zeta \). On the other hand, the use of variable \( \zeta \) changes nothing, neither from the uniformization viewpoint nor from the reducibility viewpoint. We can find all branch points and all singular points of the equation (1) by solving the system of the algebraic equations

\[
\begin{align*}
    f(z, w) &= 0, \\
    \frac{\partial f(z, w)}{\partial w} &= 0.
\end{align*}
\]

Projecting these points on the plane \( \mathbb{C}_z \) we assume that the number of distinct projections is equal to \( m \). Let consider these projections in order of nondecreasing absolute values

\[
|z_1| \leq |z_2| \leq \ldots \leq |z_m| \leq +\infty.
\]

Let \( z_{m+1} = \infty \). We join these points sequentially by the smooth simple curves \( L_k = [z_k, z_{k+1}] \), \( k = 1, \ldots, m \), which do not have common inner points, and we denote \( L = \bigcup_{k=1}^m L_k \). Let us take the direction from \( z_1 \) to \( \infty \) as a positive direction on the curve \( L \). The domain \( D = \hat{\mathbb{C}} \setminus L \) is simply connected. The compactification of the domain \( D \) with respect to the Mazurkevich metric (see Fig. 1) is called the sheet: \( D \cup \partial D = D \cup L^+ \cup L^- \).

Choose a point \( a \in D \) in such a way that the distance \( r = |z_1 - a| \) is less than the distances \( |z_2 - a|, \ldots, |z_m - a| \). Then in the disk \( K = \{|z - a| \leq r\} \)
there are no projections of singular points, nor projections of branch points of the equations (1); in particular, $\frac{\partial f(z,w)}{\partial w} \bigg|_{z=a} \neq 0$. Therefore, there exist $n$ one-valued analytic functions

$$w_j(z) = b_{j0} + b_{j1}(z-a) + b_{j2}(z-a)^2 + \ldots, \ j = 1, \ldots, n, \quad (6)$$

for which the equality $f[z; w_j(z)] \equiv 0$ holds, where $|z-a| \leq r$. All the series (6) converge in the disk $|z-a| \leq r$ and their coefficients can be found sequentially by the "formal substitution".

Let us consider now the problem of the analytic continuation of the functions (6) from the disk $K$ onto the rest of the sheet $D \cup \partial D$. This problem can be solved by the reexpansion of the series (6) by powers of the differences $(z-a_1)$, where $a_1 \neq a$. In such a way we can calculate the values of the functions in any point of the plane. However, this method gives only the fact of the existence of the monodromy group. If we want to calculate the monodromy group, then it is necessary to have a global formula for the analytic continuation of the functions (6) onto the whole sheet. It can be obtained by the method of the Carleman quenching function [8]. We apply this method here. Using the Newton diagram [6], we can find a natural number $k$ such that

$$w_j(z) = O(z^{k-1}) \quad \text{where} \ z \to \infty$$

for any $j = 1, \ldots, n$. 

Figure 1.

Figure 2.
For this \( k \), we can represent each functions \( w_j(z) \) as a Cauchy-type integral over the boundary of the domain \( G = D \setminus K \) (see Fig. 2):

\[
w_j(z) = \frac{1}{2\pi i} \int_{\partial G} w_j(\tau) \frac{e^{i\nu(z)}}{\tau - z} \, d\tau = \frac{1}{2\pi i} \left( \int_{L^+} - \int_{L^-} \right) w_j(\tau) \frac{e^{i\nu(z)}}{\tau - z}, \quad j = 1, \ldots, n.
\]

(7)

However, in our case, the formula (7) gives nothing, because the values of the functions \( w_j(z) \) are known only on the circle \( \Gamma = \{ |t - a| = r \} \) and are not known on the curves \( L^+ \) and \( L^- \). Carleman proposed “to quench” the influence of the integrals on the curves \( L^+ \) and \( L^- \). To do this, we find the function \( \omega(z) \) which is harmonic on the domain \( G \). We solve the following Dirichlet problem

\[
\omega(t) = \begin{cases} 0, & t \in \Gamma, \\ 1, & t \in L^+ \cup L^-.
\end{cases}
\]

Denote by \( \tilde{\omega}(z) \) the function which is harmonic conjugate to \( \omega(z) \). Then \( \varphi(z) = \omega(z) + i \tilde{\omega}(z) \) is an analytic function in \( G \), which is bounded for \( z \to \infty \).

Replacing \( \omega_j(z) \) by \( e^{-\nu \varphi(z)}w_j(z) \) in the formula (7), we obtain

\[
e^{-\nu \varphi(z)}w_j(z) = \frac{1}{2\pi i} \left( \int_{L^+} - \int_{L^-} \right) e^{-\nu \varphi(\tau)}w_j(\tau) \frac{e^{i\nu(z)}}{\tau - z}, \quad j = 1, \ldots, n,
\]

from which we deduce

\[
w_j(z) = \frac{1}{2\pi i} \lim_{\nu \to +\infty} \int_{\partial G} e^{i\nu(z) - \nu(\tau)}w_j(\tau) \frac{e^{i\nu(z)}}{\tau - z}, \quad z \in G, \quad j = 1, \ldots, n,
\]

(8)

since the integrals over the curves \( L^\pm \) tend to zero for \( \nu \to +\infty \) uniformly with respect to \( z \in T \), where \( T \subset G \) is an arbitrary compact set. Thus the influence of unknown values of the functions \( w_j(z) \) on the curves \( L^\pm \) has been “quenched”. We choose now \( m \) ordinary points \( a_1 \in L_{1}^0, \ldots, a_m \in L_{m}^0 \). By using the formula (8) and calculating limit values of right-hand part of (8) from the left and from the right in the points \( a_k \in L_{k}^0 \), we find two sets of pairwise distinct numbers:

\[
\{ w_j^+(a_1), w_j^+(a_2), \ldots, w_j^+(a_m) \}
\]

(9)

and

\[
\{ w_j^-(a_1), w_j^-(a_2), \ldots, w_j^-(a_m) \}, \quad j = 1, \ldots, n.
\]

(10)

Since the sets (9) and (10) must coincide, we can determine the permutation

\[
\sigma_j = \begin{pmatrix} 1 & 2 & \ldots & n \\ i_{j1} & i_{j2} & \ldots & i_{jn} \end{pmatrix}, \quad j = 1, \ldots, n,
\]

(11)
where $i_{jk}$ is the index of the number from the sequence (10), which is equal to $w^j_k(a_k)$. The permutations (11) are the generators of the monodromy group of the equation (1). Finally, the equation (1) is reducible or is not reducible depending on whether the monodromy group acts transitively or not. In the latter case we can find the factorization of the polynomial $f(z,w)$ by expanding monodromy group into subgroups which act transitively.

Let us assume now that the monodromy group of the equation (1) is known and acts transitively. We consider the problem of the global uniformization, i.e., the problem of finding the functions (2). Our method is based on the next geometric idea. We find a closed curve $\Lambda$ on $n$-sheeted branched covering of the sphere $C_z$ such that the open set $\mathbb{R} \setminus \Lambda$ is simply connected. Furthermore, we find an inclusion of the set $\mathbb{R} \setminus \Lambda$ into the closed Riemann surface $M$, which is a finite-sheeted covering of the sphere $C_z$ of genus zero. The desired uniformization may be expressed by the conformal homeomorphism of the surface $M$ on the sphere $C_z$. The homeomorphism can be constructed, for example, as an integral analogical to the Christoffel-Schwarz integral [1].

The construction of the surface $M$ can be done either by attaching disks to the boundary of the compactification of the domain $\mathbb{R} \setminus \Lambda$, or by gluing together the different parts of the boundary of this compactification. The latter procedure is more effective for calculations, because the number of sheets of the covering $M$ is equal to the number of sheets of the covering $\mathbb{R}$.
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To implement this method, we draw the cuts $L_j$ as the curves joining the points $z_j$ and $\infty$ (Fig. 3). For each curve $L_j$ there is a corresponding permutation from the monodromy group. Let there exist permutations containing transpositions, i.e.

$$
\sigma_j = \left( \begin{array}{ccc}
\cdots & k_1 & \cdots \\
\cdots & k_2 & \cdots \\
\end{array} \right),
$$

We make the following substitution:

$$
\sigma_j \mapsto \sigma_j^*, \text{ where } \sigma_j^* = \left( \begin{array}{ccc}
\cdots & k_1 & \cdots \\
\cdots & k_2 & \cdots \\
\end{array} \right),
$$

provided that in position of dots nothing was changed. After the above substitution a new group is obtained. If the new group does not act transitively,
then we cancel the substitution. The branch index can decrease only as a result of the substitution. We sort out all transpositions and eliminate them if the substitutions $\sigma_j \mapsto \sigma_j^*$ do not result in loss of transitivity. Then we examine permutations containing 3-cycles:

$$\sigma_j = \left( \begin{array}{cccc} \ldots & k_1 & \ldots & k_3 \\ \ldots & k_2 & \ldots & k_1 \\ \ldots & k_3 & \ldots & k_2 \\ \ldots & \ldots & \ldots & \ldots \end{array} \right).$$

For these permutations, we substitute

$$\sigma_j \mapsto \sigma_j^*, \text{ where } \sigma_j^* = \left( \begin{array}{cccc} \ldots & k_1 & \ldots & k_3 \\ \ldots & k_2 & \ldots & k_1 \\ \ldots & k_3 & \ldots & k_2 \\ \ldots & \ldots & \ldots & \ldots \end{array} \right),$$

in such a way that exactly one of the numbers $k_1$, $k_2$ or $k_3$ does not change its position. We cancel the substitution if and only if it breaks transitivity. And again, the branch index can decrease only. Then we examine permutations containing 4-cycles, etc. Since the number of all permutations and the number of all cycles is finite, it follows that after a finite number of iterations any substitution $\sigma_j \mapsto \sigma_j^*$ breaks transitivity. This means that the branch index decreases to $2(n - 1)$, and the genus of the Riemann surface $M$ formed by gluing the sheets is equal to zero.
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