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Abstract. Consistency analysis is a crucial topic for preference relations. This paper studies the consistency of interval linguistic fuzzy preference relations (ILFPRs) using the constrained interval linguistic arithmetic and introduces a new consistency definition. Then, several properties of this definition are researched. Meanwhile, the connection between this concept and a previous one is discussed. Following this concept, programming models for judging the consistency and for deriving consistent ILFPRs are constructed, respectively. Considering the case that incomplete ILFPRs may be obtained, a programming model for obtaining missing judgments following the consistency discussion is built. Afterwards, the consensus for group decision making (GDM) is studied and a model for adjusting individual ILFPRs to reach the consensus threshold is established. Consequently, an interactive procedure for GDM with ILFPRs is presented. A practical problem is provided to illustrate the utilization of the new algorithm and comparative discussion is offered.
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Introduction

To cope with the situation where decision problems can only use qualitative judgements, Zadeh (1975) introduced linguistic variables such as “good”, “bad”, and “fair”. To facilitate the application of linguistic variables, Herrera and Herrera-Viedma (2000) presented linguistic term sets (LTSs) to denote them. Considering the calculation of linguistic variables, Herrera, Herrera-Viedma, and Verdegay (1996) introduced the 2-tuple linguistic representation method (TLRM) and Xu (2004a) defined several operations on linguistic variables in the continuous LTSs. It is noticeable that the two methods can avoid information loss in the procedure of calculation. Since then, the theory and application of linguistic decision mak-
ing have been received considerable attention. On the other hand, preference relation is an efficient and powerful decision-making tool, which only needs decision makers (DMs) to compare two objects at a time. Since Saaty (1977) introduced preference relation in 1977, it is still one of the most powerful decision-making tools.

Taking the advantages of preference relations and linguistic variables, Herrera and Herrera-Viedma (2000) proposed additive linguistic preference relations (ALPRs) and researched the application using the linguistic choice function and two linguistic choice mechanisms. Xu (2004a) formally presented the concepts of ALPRs and multiplicative linguistic preference relations (MLPRs), where MLPRs are defined on the asymmetrical linguistic term set, and ALPRs employ linguistic variables in the symmetrical LTS. Then, the author introduced two methods for GDM with MLPRs and ALPRs using the defined linguistic aggregation operators. Notably, Xu (2004a) adopted the multiplicative and additive transitivity to give the concepts of consistent MLPRs and ALPRs, respectively. According to Xu (2004a, 2004b) introduced a method for GDM with MLPRs following the linguistic averaging operators and Xu (2005) researched ALPRs following the defined deviation and similarity degrees. On the other hand, Wang and Chen (2008) used ALPRs to study multi-criteria decision problems with triangular fuzzy preference relations. To rank objects reasonably, Xu, Wu, and Wang (2017) offered a method for decision making with ALPRs based on the Gower plot and the ordinal additive consistency and Jin et al. (2017) proposed two new methods for GDM with MLPRs following the acceptably multiplicative consistency. Moreover, incomplete linguistic preference relations (LPRs) are researched in the literature (Alonso, Cabrerizo, Chiclana, Herrera, & Herrera-Viedma, 2009; Xu, 2006a), while GDM with multi-granular LPRs is discussed in the literature (Herrera-Viedma, Martinez, Mata, & Chiclana, 2005; Xu, 2008).

The limitation of MLPRs and ALPRs is that DMs can only use an exact linguistic variable to denote one judgement, which cannot express the qualitative uncertainty of DMs’ recognitions. To address this problem, Xu (2004c) presented interval linguistic variables (ILVs) and studied the application in decision making. Following the original work of Xu (2004c), many additive interval linguistic aggregation operators are proposed (Xu, 2006b; Chen & Lee, 2012; Park, Gwak, & Kwun, 2011; Meng, Tan, & Zhang, 2014; Meng & Chen, 2015). Furthermore, Tapia García, del Moral, Martínez, and Herrera-Viedma (2012) introduced additive interval linguistic variables to preference relations and presented interval linguistic fuzzy preference relations (ILFPRs). After that, a GDM method based on the consensus measure and the proximity measure is presented. Xu and Wu (2013) used the TLRM to study GDM with ILFPRs based on the consensus analysis and Chen, Zhou, and Han (2011) presented a method for GDM with ILFPRs based on the compatibility degree. Furthermore, Büyükozkan and Güelryüz (2014) studied the application of ILFPRs in renewable energy planning. However, all of these methods did not consider the consistency of ILFPRs that may lead to the illogical ranking. Considering this issue, Meng, Tang, and Xu (2019) studied the consistency of ILFPRs and presented a consistency concept. Following the consistency analysis, the authors introduced a method for GDM with ILFPRs that can solve inconsistent-incomplete ILFPRs. Similar to ILFPRs, multiplicative interval linguistic fuzzy preference relations (MILFPRs) are researched in the literature (Tang, Meng, Li, & Li, 2018; Xu, 2006c; Zhou, He, Chen, & Liu, 2014).
In the procedure of computing the priority weights logically, consistency analysis is the most important and fundamental topic. After recalling previous methods for decision making with ILFPRs, we find that there is only one study on the consistency of ILFPRs (Meng et al., 2019). Although Meng’s et al. concept owns all desirable properties of ALPRs (Xu, 2004a), this concept defines on the endpoints of ILVs and requires ALPRs obtained from the endpoints of ILVs to satisfy the additive transitivity. This issue is that there is no argument to define the consistency of ILFPRs by restricting to the endpoints of all ILVs. This requirement seems to be a little restriction. Considering this problem, this paper continues to study the consistency of ILFPRs. To do this, we extend Lodwick and Jenkins’s constrained interval arithmetic (Lodwick & Jenkins, 2013) to ILVs and introduce the constrained interval linguistic arithmetic. Following this, a new consistency concept for ILFPRs is presented and several properties are discussed. Meanwhile, the connection between the new definition and Meng’s et al. concept is studied. After that, inconsistent and incomplete ILFPRs are researched using the built programming models. Furthermore, the consensus for GDM with ILFPRs is studied and a consensus measure is presented. Following the consistency-consensus discussion, a new algorithm for GDM with ILFPRs is provided.

The rest of this paper is organized as follows: Section 1 reviews several related definitions including linguistic variables, ILVs, and ILFPRs. Then, Meng’s et al. consistency definition is offered and the limitation is analyzed. Section 2 defines the constrained interval linguistic arithmetic and offers a new consistency concept. Meanwhile, it researches the properties of the new concept and discusses the relationship between two consistency concepts. Section 3 focuses on studying inconsistent and incomplete ILFPRs. To rank objects logically, programming models for ascertaining missing values and for obtaining consistent ILFPRs are constructed, respectively. Section 4 mainly researches the consensus and builds a programming model for researching the consensus threshold. Meanwhile, a new algorithm for GDM with ILFPRs is presented. Section 5 offers an example to illustrate the utilization of the new method and comparison discussion of theory and application between the new method and Meng’s et al. approach is made. Conclusion is offered in the last Section.

1. Basic concepts

Considering the situation where quantitative variables are insufficient to denote the judgments of DMs, Zadeh (1975) introduced linguistic variables. To facilitate the application of linguistic variables, Herrera et al. (1996) introduced the following concept of LTSSs:

**Definition 1** (Herrera et al., 1996). \( S = \{ s_i \mid i = 0, 1, \ldots, 2t \} \) is called a LTS if the following three conditions

(i) \( s_i > s_j \) if \( i > j \),

(ii) \( \max(s_i, s_j) = s_i, \min(s_i, s_j) = s_j \) if \( s_i \geq s_j \),

(iii) \( \text{Neg}(s_i) = s_{2t-i} \)

are true, where \( s_i \) is a possible value for a linguistic variable, and \( t \) is a positive integer.

Later, Xu (2004a) defined the continuous linguistic term set \( \tilde{S} = \{ s_\alpha \mid \alpha \in [0, 2t] \} \) to avoid information loss. Furthermore, Xu (2004a) defined two operations:
\[ s_{\alpha} \oplus s_{\beta} = s_{\alpha+\beta}, \]
\[ \lambda s_{\alpha} = s_{\lambda \alpha}, \quad \lambda \in [0,1] \]

where \( s_{\alpha}, s_{\beta} \in \mathcal{S} \).

To denote the qualitative uncertainty of DMs, Xu (2004c) extended linguistic variables to introduce interval linguistic variables (ILVs):

\[ \mathcal{S} = \{[a, b] | a, b \in [0,1] \} \]

Definition 2 (Xu, 2004c). Let \( [\alpha, \beta] = [s_{\alpha}, s_{\beta}] \) be any three ILVs. Their operational laws are defined as follows:

(i) \( \mathcal{S} \oplus \mathcal{S} = [s_{\alpha 1} + s_{\beta 1}, s_{\alpha 2} + s_{\beta 2}] \);
(ii) \( \mathcal{S} \ominus \mathcal{S} = [s_{\alpha 1} - s_{\beta 1}, s_{\alpha 2} - s_{\beta 2}] \);
(iii) \( \lambda \mathcal{S} = [s_{\lambda \alpha}, s_{\lambda \beta}] \quad \lambda \in [0,1] \);
(iv) \( \mathcal{S} \ominus \mathcal{S} = \mathcal{S} \oplus \mathcal{S} \quad \lambda_{1}, \lambda_{2} \in [0,1] \).

Furthermore, we offer two other operations that will be used in the next section.

(v) \( \min \{s_{\alpha} \oplus s_{\beta} \mid s_{\alpha} \in \Omega_{\alpha}, s_{\beta} \in \Omega_{\beta} \} = \min \{s_{\alpha} \oplus s_{\beta} \mid s_{\alpha} \in \Omega_{\alpha}, s_{\beta} \in \Omega_{\beta} \} = s_{\alpha 1} \oplus s_{\beta 1} = s_{\alpha 1} + s_{\beta 1} \);
(vi) \( \max \{s_{\alpha} \oplus s_{\beta} \mid s_{\alpha} \in \Omega_{\alpha}, s_{\beta} \in \Omega_{\beta} \} = \max \{s_{\alpha} \oplus s_{\beta} \mid s_{\alpha} \in \Omega_{\alpha}, s_{\beta} \in \Omega_{\beta} \} = s_{\alpha 1} \oplus s_{\beta 1} = s_{\alpha 1} + s_{\beta 1} \),

where \( \Omega_{\alpha} \) and \( \Omega_{\beta} \) as shown in Definition 2.

On the basis of ILVs, Tapia García et al. (2012) introduced ILFPRs:

Definition 3 (Tapia García et al., 2012). Let \( R(\mathcal{T}_{ij})_{n \times n} \) be a matrix on the finite object set \( X = \{x_1, x_2, \ldots, x_n\} \). \( R \) is called an ILFPR if the following conditions

\[ \begin{align*}
(1.1) & \quad \mathcal{T}_{ij} + \mathcal{T}_{ji} = \mathcal{T}_{ij} \oplus \mathcal{T}_{ji} = \mathcal{S}_{ij} \\
(1.2) & \quad \mathcal{T}_{ij} = \mathcal{T}_{ij} \oplus \mathcal{T}_{ji} = \mathcal{S}_{ij}
\end{align*} \]

are true for all \( i, j = 1, 2, \ldots, n \), where \( \mathcal{T}_{ij} = [r_{ij}^L, r_{ij}^U] \) is an ILV denoting the uncertainly qualitative preferred degree of the object \( x_i \) over \( x_j \) with \( r_{ij}^L, r_{ij}^U \in \mathcal{S} \).

Definition 3 shows that an ILFPR \( R(\mathcal{T}_{ij})_{n \times n} \) reduces to an ALPR \( R(r_{ij})_{n \times n} \) when all ILVs are linguistic variables, namely, \( r_{ij}^L = r_{ij}^U \) for all \( i, j = 1, 2, \ldots, n \).

Considering the consistency of ILFPRs, Meng et al. (2019) defined quasi ILFPRs (QILFPRs):

Definition 4 (Meng et al., 2019). Let \( \mathcal{T} = (\mathcal{T}_{ij})_{n \times n} \) be an ILFPR, and let \( \mathcal{Q} = (\mathcal{Q}_{ij})_{n \times n} \) be an associated QILFPR, namely,

\[ \begin{align*}
(1.3) & \quad \mathcal{Q}_{ij} = \theta_{ij} \ominus [r_{ij}^L, r_{ij}^U] \oplus (1 - \theta_{ij}) [r_{ij}^U, r_{ij}^L], \quad \theta_{ij} = 0 \text{ or } 1 \quad \text{for all } i, j = 1, 2, \ldots, n. \
\end{align*} \]

\[ \mathcal{Q}_{ij} = \theta_{ij} \ominus [r_{ij}^L, r_{ij}^U] \oplus (1 - \theta_{ij}) [r_{ij}^U, r_{ij}^L] \]

where \( \theta_{ij} = 0 \) or \( 1 \) for all \( i, j = 1, 2, \ldots, n \). \( \mathcal{Q}_{ij} \) is additively consistent if the following condition

\[ \mathcal{Q}_{ij} = \mathcal{Q}_{ik} \ominus \mathcal{Q}_{kj} \ominus [s_{ij}, s_{kj}] \]

is true for all \( i, k, j = 1, 2, \ldots, n \).

Definition 4 indicates that judgements in QILFPRs satisfy the additive reciprocity. Furthermore, all elements of QILFPRs are derived from associated ILFPRs, Meng et al. (2019) presented the following consistency definition:
Definition 5 (Meng et al., 2019). Let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR. $\overline{R}$ is additively consistent when there is a consistent QILFPR based on Definition 4.

Notably, Definition 5 is a natural extension of Xu’s consistency definition for ALPRs (Xu, 2004a). However, Definition 4 gives the consistency of ILFPRs by considering the endpoints of ILVs. This seems to be a little restriction because there is no argument to require all ILVs to take endpoints simultaneously.

2. A new consistency concept

Meng et al. (2019) adopted QILFPRs to define consistent ILFPRs because ILVs in ILFPRs do not satisfy the additive reciprocity. For example, let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR, we usually cannot derive $\overline{r}_{ij} \oplus \overline{r}_{ji} = [s_{2t}, s_{2t}]$. However, the ILVs $\overline{r}_{ij}$ and $\overline{r}_{ji}$ have some relationship and they are not independent. As some researchers noted for intervals (Klir & Yuan, 1998; Lodwick & Jenkins, 2013), in this situation, it is unreasonable to apply the normal operations on ILVs. Similar to Krejčí’s constrained interval arithmetic (Krejčí, 2017), we introduce the following constrained interval linguistic arithmetic for each pair of the ILVs $[r_{ij}^L, r_{ij}^U]$ in $\overline{R} = (\overline{r}_{ij})_{n \times n}$.

Let

\[
\begin{align*}
    r_{ij}^- &= \min \left\{ r_{ij}, \tilde{r}_{ji} \mid r_{ij} \in [r_{ij}^L, r_{ij}^U], \tilde{r}_{ji} \in [r_{ji}^L, r_{ji}^U], r_{ij} = s_{2t} \ominus r_{ji} \right\} = s_{2t}; \\
    r_{ij}^+ &= \max \left\{ r_{ij}, \tilde{r}_{ji} \mid r_{ij} \in [r_{ij}^L, r_{ij}^U], \tilde{r}_{ji} \in [r_{ji}^L, r_{ji}^U], r_{ij} = s_{2t} \ominus r_{ji} \right\} = s_{2t}.
\end{align*}
\]

Following formulae (3) and (4), we derive

\[
[r_{ij}^L, r_{ij}^U] \oplus [r_{ji}^L, r_{ji}^U] = [s_{2t}, s_{2t}]
\]

for each pair of $(i, j)$ with $i \neq j$.

Different from Meng’s et al. consistency definition that is defined on the endpoints of ILVs, we offer a new consistency definition for ILFPRs:

Definition 6. Let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR. $\overline{R}$ is additively consistent if there are $r_{ik} \in \overline{r}_{ik}$ and $r_{kj} \in \overline{r}_{kj}$ such that

\[
r_{ij} = r_{ik} \oplus r_{kj} \ominus s_t
\]

for any $r_{ij} \in \overline{R}$ and each triple of $(i, k, j)$.

Remark 1. The main difference between Definitions 4 and 6 is that Definition 6 relaxes the consistency condition for only considering the endpoints of ILVs. In other words, Definition 6 studies the consistency of ILFPRs by considering all possible ALPRs, respectively, while Definition 4 gives the consistency of ILFPRs by considering all possible ALPRs simultaneously.

Next, we discuss the properties of Definition 6, by which one can check that all characteristics of Xu’ consistency definition for ALPRs are still true.

Theorem 1. Let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR. Then, the following conclusions are equivalent:

(i) $\overline{R} = (\overline{r}_{ij})_{n \times n}$ is consistent according to Definition 6;
(ii) There are $r_{ik} \in \mathcal{R}_{ik}$ and $r_{kj} \in \mathcal{R}_{kj}$ such that $r_{ij} = r_{ik} \oplus r_{kj} \ominus s_t$ for any $r_{ij} \in \mathcal{R}$ and each triple of $(i, k, j)$ with $i < k < j$;

(iii) There are $r_{ik} \in \mathcal{R}_{ik}$ and $r_{kj} \in \mathcal{R}_{kj}$ such that $r_{ij} \oplus r_{jk} \oplus r_{ki} = r_{ji} \oplus r_{ik} \oplus r_{kj}$ for any $r_{ij} \in \mathcal{R}$ and each triple of $(i, k, j)$ with $i < k < j$, where $r_{ji} = s_{2t} \ominus r_{ij}$, $r_{jk} = s_{2t} \ominus r_{kj}$, and $r_{ki} = s_{2t} \ominus r_{ik}$;

(iv) There are $r_{jk} \in \mathcal{R}_{jk}$ and $r_{ki} \in \mathcal{R}_{ki}$ such that $r_{ij} \oplus r_{jk} \oplus r_{ki} = s_{3t}$ for any $r_{ij} \in \mathcal{R}$ and each triple of $(i, k, j)$ with $i < k < j$;

(v) There are $r_{jk} \in \mathcal{R}_{jk}$ and $r_{ki} \in \mathcal{R}_{ki}$ for all $k = 1, 2, \ldots, n$ such that $r_{ij} = \frac{1}{n} \oplus_{k=1}^{n} (r_{ik} \oplus r_{kj}) \ominus s_t$ for any $r_{ij} \in \mathcal{R}$ with $i < j$, where $r_{ji} = s_{2t} \ominus r_{ij}$, $r_{jk} = s_{2t} \ominus r_{kj}$, and $r_{ki} = s_{2t} \ominus r_{ik}$.

**Proof.** It is obvious that the conclusion (ii) holds under the condition (i). When we have the conclusion (ii), we derive

$$s_{2t} \ominus r_{ij} = (s_{2t} \ominus r_{kj}) \oplus (s_{2t} \ominus r_{ik}) \ominus s_t \Rightarrow r_{ji} = r_{jk} \oplus r_{ki} \ominus s_t. \tag{7}$$

Combining formulae (6) and (7), we derive $r_{ij} \oplus r_{jk} \oplus r_{ki} = r_{ji} \oplus r_{ik} \oplus r_{kj}$ for any $r_{ij} \in \mathcal{R}$ and each triple of $(i, k, j)$ with $i < k < j$. Thus, the conclusion (iii) holds according to the conclusion (ii).

Following the conclusion (iii), we obtain $r_{ij} \oplus r_{jk} \oplus r_{ki} = (s_{2t} \ominus r_{ij}) \oplus (s_{2t} \ominus r_{kj}) \oplus (s_{2t} \ominus r_{ik})$, by which we have $r_{ij} \oplus r_{jk} \oplus r_{ki} = s_{3t}$ for any $r_{ij} \in \mathcal{R}$ and each triple of $(i, k, j)$ with $i < k < j$. Thus, the conclusion (iv) holds.

Under the condition (iv), we get

$$r_{ij} \oplus (s_{2t} \ominus r_{ik}) \oplus (s_{2t} \ominus r_{kj}) = s_{3t} \Rightarrow r_{ij} = r_{ik} \oplus r_{kj} \ominus s_t \Rightarrow m_{ij} = \oplus_{k=1}^{n} (r_{ik} \oplus r_{kj} \ominus s_t) \Rightarrow r_{ij} = \frac{1}{n} \oplus_{k=1}^{n} (r_{ik} \oplus r_{kj}) \ominus s_t.$$  

With the condition (v), we obtain $r_{ik} = \frac{1}{n} \oplus_{l=1}^{n} (r_{il} \oplus r_{lk}) \ominus s_t$ and $r_{kj} = \frac{1}{n} \oplus_{l=1}^{n} (r_{kl} \oplus r_{lj}) \ominus s_t$. Thus,

$$r_{ik} \oplus r_{kj} = (\frac{1}{n} \oplus_{l=1}^{n} (r_{il} \oplus r_{lk}) \ominus s_t) \oplus (\frac{1}{n} \oplus_{l=1}^{n} (r_{kl} \oplus r_{lj}) \ominus s_t) = \left(\frac{1}{n} \oplus_{l=1}^{n} (r_{il} \oplus r_{lk} \oplus r_{kl} \ominus r_{lj}) \ominus s_t\right) \ominus s_{2t} = \frac{1}{n} \oplus_{l=1}^{n} (r_{il} \ominus r_{lj}) \ominus s_t = s_{2t} \ominus r_{ij},$$

by which we have $r_{ij} = r_{ik} \oplus r_{kj} \ominus s_t$ for any $r_{ij} \in \mathcal{R}$ and each triple of $(i, k, j)$ with $i < k < j$. Following $r_{ji} = s_{2t} \ominus r_{ij}$, $r_{jk} = s_{2t} \ominus r_{kj}$, and $r_{ki} = s_{2t} \ominus r_{ik}$, we further derive $s_{2t} \ominus r_{ij} = (s_{2t} \ominus r_{ik}) \oplus (s_{2t} \ominus r_{kj}) \ominus s_t$, namely, $r_{ji} = r_{jk} \ominus r_{ki} \ominus s_t$. Therefore, we obtain the conclusion (i).

**Theorem 2.** Let $\tilde{R} = (\tilde{r}_{ij})_{n \times n}$ be an ILFPR. Definition 6 is robust to the compared orders of objects.

**Proof.** In general, let $i < k < j$. Let $\sigma$ be a permutation on $\{1, 2, \ldots, n\}$, where $\sigma(i) = j, \sigma(k) = i$, and $\sigma(j) = k$. Then,

$$\tilde{r}_{\sigma(i)\sigma(j)} = \tilde{r}_{jk}, \tilde{r}_{\sigma(k)\sigma(j)} = \tilde{r}_{ik}, \tilde{r}_{\sigma(i)\sigma(k)} = \tilde{r}_{ji}.$$  

Following formula (6), we know that there are $r_{ji} = r_{\sigma(i)\sigma(k)} \in \mathcal{R}_{\sigma(i)\sigma(k)} = \tilde{r}_{ji}$ and $r_{ik} = r_{\sigma(k)\sigma(j)} \in \mathcal{R}_{\sigma(k)\sigma(j)} = \tilde{r}_{ik}$ such that

$$r_{\sigma(i)\sigma(j)} = r_{\sigma(i)\sigma(k)} \oplus r_{\sigma(k)\sigma(j)} \ominus s_t,$$

namely,
$r_{jk} = r_{ji} \oplus r_{ik} \oplus s_t$

for any $r_{jk} = r_{(i)(j)} \in \overline{r}_{(i)(j)} = \overline{r}_{jk}$ and each triple of $(i, k, j)$.

Thus, $\overline{R}_{\sigma} = (\overline{r}_{ij})_{n \times n}$ is consistent following Definition 6.

Because there are infinite cases for judging the consistency of ILFPRs by direct using formula (6), we consider two other equivalent conditions.

**Theorem 3.** Let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR. It is consistent if and only if the following conditions

\[
r_{ij}^L \geq r_{ik}^L \oplus r_{kj}^L \oplus s_t \quad \text{and} \quad r_{ij}^U \leq r_{ik}^U \oplus r_{kj}^U \oplus s_t
\]

are true for each triple of $(i, k, j)$.

**Proof.** When $\overline{R}$ is consistent according to Definition 6, we have $r_{ik} \in \overline{r}_{ik}$ and $r_{kj} \in \overline{r}_{kj}$ such that

\[
r_{ij}^L = r_{ik} \oplus r_{kj} \oplus s_t
\]

for $r_{ij}^L$ and each triple of $(i, k, j)$. From $r_{ik} \geq r_{ik}^L$ and $r_{kj} \geq r_{kj}^L$, we derive $r_{ij}^L \geq r_{ik} \oplus r_{kj} \oplus s_t$. Furthermore, we obtain $r_{ik} \in \overline{r}_{ik}$ and $r_{kj} \in \overline{r}_{kj}$ such that

\[
r_{ij}^U = r_{ik} \oplus r_{kj} \oplus s_t
\]

for $r_{ij}^U$ and each triple of $(i, k, j)$. Thus, $r_{ij}^U \leq r_{ik} \oplus r_{kj} \oplus s_t$ based on $r_{ik} \leq r_{ij}^U \land r_{kj} \leq r_{ij}^U$.

On the other hand, when formula (8) holds, we have $[r_{ij}^L, r_{ij}^U] \subseteq [r_{ik} \oplus r_{kj} \oplus s_t, r_{ik} \oplus r_{kj} \oplus s_t]$, which means that formula (6) holds.

**Corollary 1.** Let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR. It is consistent if and only if the following conditions

\[
r_{ij}^L \geq \max_{k=1,2,\ldots,n, k \neq i, j} \{r_{ik}^L \oplus r_{kj}^L \oplus s_t\} \quad \text{and} \quad r_{ij}^U \leq \min_{k=1,2,\ldots,n, k \neq i, j} \{r_{ik}^U \oplus r_{kj}^U \oplus s_t\}
\]

are true for each pair of $(i, j)$ with $i < j$.

Now, we consider the relationship between Definitions 4 and 6.

**Theorem 4.** Let $\overline{R} = (\overline{r}_{ij})_{n \times n}$ be an ILFPR. When it is consistent following Definition 6, it is consistent according to Definition 4. However, the opposite conclusion is not true, that’s, if it is consistent following Definition 4, it will not be necessarily consistent following Definition 6.

**Proof.** When $\overline{R}$ is consistent following Definition 4, we have

\[
0_{ij}[r_{ij}^L, r_{ij}^U] \oplus (1 - 0_{ij})[r_{ij}^L, r_{ij}^U] = (0_{ik}r_{ik}^L \oplus r_{ik}^U) \oplus (1 - 0_{ik})[r_{ik}^L, r_{ik}^U] \oplus (0_{kj}r_{kj}^L \oplus r_{kj}^U) \oplus (1 - 0_{kj})[r_{kj}^L, r_{kj}^U] \oplus [s_t, s_t]
\]

for each triple of $(i, k, j)$, by which we obtain

\[
0_{ij}r_{ij}^L \oplus (1 - 0_{ij})r_{ij}^U = (0_{ik}r_{ik}^L \oplus (1 - 0_{ik})r_{ik}^U) \oplus (0_{kj}r_{kj}^L \oplus (1 - 0_{kj})r_{kj}^U) \oplus s_t;
\]

\[
0_{ij}r_{ij}^U \oplus (1 - 0_{ij})r_{ij}^L = (0_{ik}r_{ik}^U \oplus (1 - 0_{ik})r_{ik}^L) \oplus (0_{kj}r_{kj}^U \oplus (1 - 0_{kj})r_{kj}^L) \oplus s_t.
\]

For $0_{ij} = 1$ or 0, we both have $r_{ij}^L \geq r_{ik}^L \oplus r_{kj}^L \oplus s_t$ and $r_{ij}^U \leq r_{ik}^U \oplus r_{kj}^U \oplus s_t$ for each triple of $(i, k, j)$. According to Theorem 3, we conclude that it is consistent based on Definition 6.

To show the converse conclusion, we offer the following example. Let $X = \{x_1, x_2, x_3\}$, and let the ILFPR $\overline{R} = (\overline{r}_{ij})_{3 \times 3}$ on $X$ for the predefined LTS $S = \{s_i \mid i = 1, 2, \ldots, 8\}$ is defined
as follows:
\[
\overline{R} = \begin{bmatrix}
[s_4, s_4] & [s_4, s_6] & [s_5, s_8] \\
[s_2, s_4] & [s_4, s_4] & [s_5, s_7] \\
[s_0, s_3] & [s_1, s_3] & [s_4, s_4]
\end{bmatrix}.
\]

One can find that \(\overline{R}\) is consistent following Definition 6, but it is inconsistent according to Definition 4.

Following Theorem 4, the connections between Definitions 4 and 6 can be intuitively shown in Figure 1.

3. Inconsistent and incomplete ILFPRs

For a given ILFPR \(\overline{R} = (\overline{r}_{ij})_{m \times n}\), we can apply formula (8) to judge its consistency. The issue is that ILFPRs offered by the DMs are usually inconsistent. To derive ranking logically, consistency adjustment is needed. Nevertheless, it is not an easy thing to derive consistent ILFPRs using formula (8) directly. With different adjusted ILVs, ranking values and orders may be different. For example, let the ILFPR \(\overline{R} = (\overline{r}_{ij})_{3 \times 3}\) on \(X = \{x_1, x_2, x_3\}\) for the predefined LTS \(S = \{s_i\mid i = 1, 2, \ldots, 8\}\) is defined as follows:
\[
\overline{R} = \begin{bmatrix}
[s_4, s_4] & [s_5, s_5] & [s_5, s_6] \\
[s_3, s_5] & [s_4, s_4] & [s_2, s_3] \\
[s_2, s_3] & [s_5, s_6] & [s_4, s_4]
\end{bmatrix}.
\]

From \(n_{12}^I = s_3 < n_{13}^I + n_{32}^I = s_5 \oplus s_5 \ominus s_4\), we know that \(\overline{R}\) is inconsistent based on Definition 6. In this case, we need to adjust some interval linguistic judgements to obtain consistent ILFPR.

If we adjust the ILVs \(\overline{r}_{12}\) and \(\overline{r}_{31}\), by the minimum adjustment we obtain \(\overline{R}'_{12} = [s_6, s_7]\) and \(\overline{R}'_{21} = [s_1, s_2]\) for obtaining the consistent ILFPR, where
\[
\overline{R}'_1 = \begin{bmatrix}
[s_4, s_4] & [s_6, s_7] & [s_5, s_6] \\
[s_1, s_2] & [s_4, s_4] & [s_2, s_3] \\
[s_2, s_3] & [s_5, s_6] & [s_4, s_4]
\end{bmatrix}.
\]

When we only adjust the ILVs \(\overline{r}_{13}\) and \(\overline{r}_{31}\), by the minimum adjustment we have \(\overline{R}'_{13} = [s_2, s_3]\) and \(\overline{R}'_{31} = [s_5, s_6]\) for obtaining the consistent ILFPR, where
\[
\overline{R}'_2 = \begin{bmatrix}
[s_4, s_4] & [s_3, s_5] & [s_2, s_3] \\
[s_3, s_5] & [s_4, s_4] & [s_2, s_3] \\
[s_2, s_3] & [s_5, s_6] & [s_4, s_4]
\end{bmatrix}.
\]

Furthermore, if we only adjust the ILVs \(\overline{r}_{23}\) and \(\overline{r}_{32}\), by the minimum adjustment we derive \(\overline{R}'_{23} = [s_4, s_6]\) and \(\overline{R}'_{31} = [s_2, s_4]\) for obtaining the consistent ILFPR, where
\[
\overline{R}'_3 = \begin{bmatrix}
[s_4, s_4] & [s_3, s_5] & [s_5, s_6] \\
[s_3, s_5] & [s_4, s_4] & [s_4, s_6] \\
[s_2, s_3] & [s_2, s_4] & [s_4, s_4]
\end{bmatrix}.
\]
With respect to these three cases, using the arithmetic average value of each row (Meng et al., 2019), the interval linguistic priority weight vectors are derived as follows:

\[
\begin{align*}
\vec{W}_1 &= \left( \frac{[s_5, s_{12}]}{3}, \frac{[s_7, s_3]}{3}, \frac{[s_{11}, s_{13}]}{3} \right), \\
\vec{W}_2 &= \left( \frac{[s_3, s_{12}]}{3}, \frac{[s_3, s_4]}{3}, \frac{[s_{11}, s_{13}]}{3} \right) \quad \text{and} \quad \\
\vec{W}_3 &= \left( \frac{[s_4, s_5]}{3}, \frac{[s_{11}, s_3]}{3}, \frac{[s_8, s_{13}]}{3} \right).
\end{align*}
\]

Following the formula for ranking ILVs in (Meng, An, & Chen, 2016), we get:

\[
\begin{align*}
x_1 > x_3 > x_2, \\
x_3 > x_1 = x_2, \quad \text{respectively.}
\end{align*}
\]

Thus, it is insufficient to only apply formula (8) to judge the consistency of ILFPRs. Next, we build two programming models to derive consistent ILFPRs with the minimum adjustment.

For any \( s_\alpha \in \overline{S} \), let \( I(s_\alpha) = \alpha \). Let \( \overline{R} = (\overline{r}_{ij})_{n \times n} \) be the given ILFPR. To judge its consistency, we build the following programming model:

\[
\phi^* = \min \sum_{k=1, k \neq i}^n \left( \gamma_{ij}^+ + \gamma_{ij}^- \right)
\]

\[
\begin{align*}
\begin{cases}
I(r_{ij}^L) + \gamma_{ij}^+ \geq I(r_{ik}^L) + I(r_{kj}^U) - t, \\
I(r_{ij}^U) - \gamma_{ij}^- \leq I(r_{ik}^U) + I(r_{kj}^L) - t,
\end{cases}
\end{align*}
\]

\[
s.t., \quad k = 1, 2, \ldots, n, k \neq i, j, \\
\gamma_{ij}^+, \gamma_{ij}^- \geq 0, \\
i, j = 1, 2, \ldots, n, i < j,
\]

\]

where the first two constraints are obtained from formula (8) by adding the deviation values \( \gamma_{ij}^+ \) and \( \gamma_{ij}^- \) for all \( i, j = 1, 2, \ldots, n \) with \( i < j \).

Following model (M-1), if \( \phi^* = 0 \), then it is consistent. Otherwise, it is inconsistent. In this situation, we add the deviation variables to formula (8) and build the following programming model:

\[
\phi^* = \min \sum_{i,j=1, i \neq j}^n \left( \alpha_{ij}^+ + \alpha_{ij}^- + \beta_{ij}^+ + \beta_{ij}^- \right)
\]

\[
\begin{align*}
\begin{cases}
I(r_{ij}^L) - \alpha_{ij}^+ + \alpha_{ij}^- \geq \left( I(r_{ik}^L) - \alpha_{ik}^+ + \alpha_{ik}^- \right) + \left( I(r_{kj}^L) - \alpha_{kj}^+ + \alpha_{kj}^- \right) - t, \\
I(r_{ij}^U) - \beta_{ij}^+ + \beta_{ij}^- \leq \left( I(r_{ik}^U) - \beta_{ik}^+ + \beta_{ik}^- \right) + \left( I(r_{kj}^U) - \beta_{kj}^+ + \beta_{kj}^- \right) - t,
\end{cases}
\end{align*}
\]

\[
s.t., \quad k = 1, 2, \ldots, n, k \neq i, j, \\
\alpha_{ij}^+ - \alpha_{ij}^- + \beta_{ij}^+ - \beta_{ij}^- = 0, \\
\beta_{ij}^+ - \beta_{ij}^- + \alpha_{ij}^+ - \alpha_{ij}^- = 0, \\
I(r_{ij}^L) - \alpha_{ij}^+ + \alpha_{ij}^- \leq I(r_{ij}^U) - \beta_{ij}^+ + \beta_{ij}^- \\
0 \leq I(r_{ij}^L) - \alpha_{ij}^+ + \alpha_{ij}^- \\
I(r_{ij}^U) - \beta_{ij}^+ + \beta_{ij}^- \leq 2t, \\
\alpha_{ij}^+, \beta_{ij}^+, \beta_{ij}^- \geq 0, \\
i, j = 1, 2, \ldots, n, i < j,
\]

where the first two constraints are obtained from formula (8) by adding the deviation values on the endpoints of ILVs, respectively, the third and fourth constraints ensure the adjusted linguistic matrix to be still an ILFPR, and the fifth to seventh constraints are derived from the concept of ILVs.
Following model (M-2), we derive consistent ILFPR \( \tilde{R}^* = (\tilde{r}_{ij}^*)_{n \times n} \), where 
\[
\tilde{r}_{ij}^* = \left[ s_{I(r_{ij}^L)} - \alpha_{ij}^* + \alpha_{ij}^- , s_{I(r_{ij}^U)} - \beta_{ij}^* + \beta_{ij}^- \right]
\]
and \( \alpha_{ij}^+, \alpha_{ij}^-, \beta_{ij}^+, \beta_{ij}^- \) are obtained from model (M-2) for all 
\( i, j = 1, 2, \ldots, n \).

In some situations, incomplete ILFPRs may be obtained because of various reasons. To 
compute the interval linguistic priority weight vector, missing linguistic judgments should 
be determined firstly.

**Theorem 5.** Let \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} \) be an ILFPR. If it is consistent following Definition 6, then 
\[
(n-2)r_{ij}^L \geq \oplus_{k=1,k \neq i,j}^n (r_{ik}^L \oplus r_{kj}^L \otimes s_t) \quad \text{and} \quad (n-2)r_{ij}^U \leq \oplus_{k=1,k \neq i,j}^n (r_{ik}^U \oplus r_{kj}^U \otimes s_t)
\] 
for each pair of \((i, j)\) with \( i < j \).

**Proof.** Following Theorem 3, the conclusion is obviously true.

Based on formula (10), programming model for ascertaining missing linguistic variables 
is built as follows:
\[
\xi^* = \min \sum_{i=1}^{n-1} \sum_{j=i+1}^n \left( \chi_{ij}^L + \chi_{ij}^U \right) 
\]
\[
\left\{ \begin{array}{l}
(n-2)I(r_{ij}^L) + \chi_{ij}^L \geq \sum_{k=1,k \neq i,j}^n \left( I(r_{ik}^L) + I(r_{kj}^L) - t \right) \\
(n-2)I(r_{ij}^U) - \chi_{ij}^U \leq \sum_{k=1,k \neq i,j}^n \left( I(r_{ik}^U) \oplus I(r_{kj}^U) - t \right) \\
s.t. \quad \delta_{ij}^+, \delta_{ij}^- \geq 0, i, j = 1, 2, \ldots, n, i < j, \quad 0 \leq I(r_{ij}^L) \leq I(r_{ij}^U), I(r_{ij}^L) = 2t - I(r_{ij}^U), r_{ij}^L \in U^- \land a_{ij}^+ \notin U^+ \\
I(r_{ij}^L) \leq I(r_{ij}^U) \leq 2t, I(r_{ij}^L) = 2t - I(r_{ij}^U), r_{ij}^L \notin U^- \land a_{ij}^+ \in U^+ \\
0 \leq I(r_{ij}^L) \leq I(r_{ij}^U) \leq 2t, I(r_{ij}^L) = 2t - I(r_{ij}^U), I(r_{ij}^L) = 2t - I(r_{ij}^U), r_{ij}^L \in U^- \land a_{ij}^+ \in U^+
\end{array} \right.
\] 

where the first two constraints are obtained from formula (10), the third to fifth 
constraints are derived from the definition of ILVs, \( U^- = \{ r_{ij}^L \text{ is missing, } i, j = 1,2,\ldots,n \wedge i < j \} \) and 
\( U^+ = \{ r_{ij}^L \text{ is missing, } i, j = 1,2,\ldots,n \wedge i < j \} \).

Similar analysis for inconsistent ILFPRs, more than one linguistic variable may exist for 
some missing value that satisfies the consistency condition. To solve this issue, programming 
model for ascertaining missing judgements is built as follows:
\[
\psi^* = \min \sum_{r_{ij}^L \in U^- \lor a_{ij}^+ \in U^+} d_{ij} 
\]
\[
\left\{ \begin{array}{l}
(n-2)I(r_{ij}^L) + \chi_{ij}^L \geq \sum_{k=1,k \neq i,j}^n \left( I(r_{ik}^L) + I(r_{kj}^L) - t \right) \\
(n-2)I(r_{ij}^U) - \chi_{ij}^U \leq \sum_{k=1,k \neq i,j}^n \left( I(r_{ik}^U) \oplus I(r_{kj}^U) - t \right) \\
s.t. \quad \delta_{ij}^+, \delta_{ij}^- \geq 0, i, j = 1, 2, \ldots, n, i < j, \quad 0 \leq I(r_{ij}^L) \leq I(r_{ij}^U), I(r_{ij}^L) = 2t - I(r_{ij}^U), r_{ij}^L \in U^- \lor a_{ij}^+ \in U^+ \\
I(r_{ij}^L) \leq I(r_{ij}^U) \leq 2t, I(r_{ij}^L) = 2t - I(r_{ij}^U), r_{ij}^L \notin U^- \lor a_{ij}^+ \in U^+ \\
0 \leq I(r_{ij}^L) \leq I(r_{ij}^U) \leq 2t, I(r_{ij}^L) = 2t - I(r_{ij}^U), I(r_{ij}^L) = 2t - I(r_{ij}^U), r_{ij}^L \in U^- \lor a_{ij}^+ \in U^+
\end{array} \right.
\]
where $\xi^*$ is derived from model (M-3), $d_{ij}$ is the length of the missing ILV $\bar{r}_{ij} = [r_{ij}^L, r_{ij}^U]$, and all other constraints as shown in model (M-3).

Model (M-4) considers that the shorter the length of the missing ILV is, the better the ILV will be. To show the application of the above programming models, we offer the following example.

**Example 1.** Let $X = \{x_1, x_2, x_3, x_4\}$ be the object set, and let $S = \{s_1, s_2, \ldots, s_8\}$ be the predefined LTS. The ILFPR on $X$ for $S$ is

$$
\bar{R} = \begin{bmatrix}
[s_4, s_4] & - & - & [s_4, s_6] \\
- & [s_4, s_4] & [s_5, s_4] & - \\
- & [s_4, s_5] & [s_4, s_4] & [s_3, s_5] \\
[s_2, s_4] & - & [s_3, s_5] & [s_4, s_4]
\end{bmatrix}.
$$

Following models (M-3) and (M-4), we derive the complete ILFPR:

$$
\bar{R} = \begin{bmatrix}
[s_4, s_4] & [s_5, s_5] & [s_4, s_6] & [s_4, s_6] \\
[s_3, s_5] & [s_4, s_4] & [s_3, s_4] & [s_4, s_4] \\
[s_2, s_4] & [s_4, s_5] & [s_4, s_4] & [s_3, s_5] \\
[s_2, s_4] & [s_4, s_5] & [s_3, s_5] & [s_4, s_4]
\end{bmatrix}.
$$

With respect to this complete ILFPR, we have $\phi^* = 4$ following model (M-1), which means that it is inconsistent. Following model (M-2), we derive the following consistent ILFPR:

$$
\bar{R} = \begin{bmatrix}
[s_4, s_4] & [s_5, s_6] & [s_4, s_6] & [s_4, s_6] \\
[s_2, s_3] & [s_4, s_4] & [s_3, s_4] & [s_3, s_4] \\
[s_2, s_4] & [s_4, s_5] & [s_4, s_4] & [s_3, s_5] \\
[s_2, s_4] & [s_4, s_5] & [s_3, s_5] & [s_4, s_4]
\end{bmatrix}.
$$

Notably, $\bar{R}$ is inconsistent following Definition 4.

### 4. GDM with ILFPRs

This section studies GDM with ILFPRs, which contains two parts. The first part researches the consensus including how to ascertain the DMs’ weights and how to increase the consensus level. The second part offers an interactive algorithm for GDM with ILFPRs that can solve inconsistent and incomplete ILFPRs.

For a given GDM problem, let the DM set be $E = \{e_1, e_2, \ldots, e_m\}$, and let the object set be $X = \{x_1, x_2, \ldots, x_n\}$. By $\bar{R}^k = \left(\bar{r}_{ij}^k\right)_{n \times n}$, we denote the individual ILFPR offered by the DM $e_k$ for the predefined LTS $S = \{s_i | i = 0, 1, \ldots, 2t\}$, where $\bar{r}_{ij}^k = [r_{ij}^{k,L}, r_{ij}^{k,U}]$ for all $i, j = 1, 2, \ldots, n$ and all $k = 1, 2, \ldots, m$.

#### 4.1. Consensus analysis

To measure the agreement degree of DMs’ judgments for the final ranking, researchers usually adopt the consensus measure.

**Definition 7.** Let $\bar{R}^k = \left(\bar{r}_{ij}^k\right)_{n \times n}$, $k = 1, 2, \ldots, m$, be any $k$ ILFPRs, and let $\bar{R} = \left(\bar{r}_{ij}\right)_{n \times n}$ be the comprehensive ILFPR. The consensus of the ILFPR $\bar{R}^k = \left(\bar{r}_{ij}^k\right)_{n \times n}$ is defined as:
\[
GCI(\overline{R}^k) = 1 - \sum_{i,j=1, i<j}^{n} \frac{1}{2tn(n-1)} \left( |I(r_{ij}^L) - I(r_{ij}^{kL})| + |I(r_{ij}^U) - I(r_{ij}^{kU})| \right), \tag{11}
\]

where \( \overline{r}_{ij} = \bigoplus_{k=1}^{m} w_k \overline{r}_{ij}^k \) such that \( \overline{r}_{ij}^k = [r_{ij}^{kL}, r_{ij}^{kU}] \) and \( \overline{r}_{ij} = [r_{ij}^L, r_{ij}^U] \) for all \( i, j = 1, 2, \ldots, n \) and all \( k = 1, 2, \ldots, m \), \( t \) is the index of the linguistic term "fair" for the linguistic term set \( S = \{s_i | i = 0, 1, \ldots, 2t\} \), and \( w = (w_1, w_2, \ldots, w_m) \) is a weight vector such that \( \sum_{k=1}^{m} w_k = 1 \) and \( w_k \geq 0 \) for all \( k = 1, 2, \ldots, m \).

**Theorem 6.** Let \( \overline{R} = \left( \overline{r}_{ij} \right)_{n \times n} \), \( k = 1, 2, \ldots, m \), be any \( k \) ILFPRs, and let \( \overline{R}^{*k} = \left( \overline{r}_{ij}^{*k} \right)_{n \times n} \), \( k = 1, 2, \ldots, m \), be the associated consistent ILFPRs. Then, the comprehensive ILFPR \( \overline{R}^* = \left( \overline{r}_{ij}^* \right)_{n \times n} \) is consistent, where \( \overline{r}_{ij}^* = \bigoplus_{k=1}^{m} w_k \overline{r}_{ij}^{*k} \) and \( w = (w_1, w_2, \ldots, w_m) \) is a weight vector.

**Proof.** Following the consistency of each ILFPR \( \overline{R}^{*k} \), we derive

\[
\bigoplus_{k=1}^{m} w_k \overline{r}_{ij}^{*k,L} \geq \left( \bigoplus_{k=1}^{m} w_k \overline{r}_{ip}^{*k,L} \right) \bigoplus s_i
\]

and

\[
\bigoplus_{k=1}^{m} w_k \overline{r}_{ij}^{*k,U} \leq \left( \bigoplus_{k=1}^{m} w_k \overline{r}_{ip}^{*k,U} \right) \bigoplus s_i
\]

namely, \( r_{ij}^{*L} \geq r_{ip}^{*L} \bigoplus s_i \) and \( r_{ij}^{*U} \leq r_{ip}^{*U} \bigoplus s_i \) for each pair of \((i, j)\). Therefore, \( \overline{R}^* \) is consistent.

To compute the comprehensive ILFPR \( \overline{R} = \left( \overline{r}_{ij} \right)_{n \times n} \), the DMs' weights are used. Considering the fact that the higher the individual ILFPR's consensus level is, the bigger the weight of the associated DM will be. Programming model for obtaining the DMs' weights is built as follows:

\[
w^* = \min \sum_{k=1}^{m} \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \left( \eta_{ij}^{k,+} + \eta_{ij}^{k,-} + \mu_{ij}^{k,+} + \mu_{ij}^{k,-} \right)
\]

subject to
\[
\begin{align*}
\sum_{p=1}^{m} w_p I(r_{ij}^{p,L}) - r_{ij}^{k,L} - \eta_{ij}^{k,+} + \eta_{ij}^{k,-} &= 0 \\
\sum_{p=1}^{m} w_p I(r_{ij}^{p,U}) - r_{ij}^{k,U} - \mu_{ij}^{k,+} + \mu_{ij}^{k,-} &= 0 \\
\eta_{ij}^{k,+}, \eta_{ij}^{k,-}, \mu_{ij}^{k,+}, \mu_{ij}^{k,-} &\geq 0 \\
i, j = 1, 2, \ldots, n, i < j, k = 1, 2, \ldots, m \\
\sum_{p=1}^{m} w_p &= 1, w_p \geq 0, p = 1, 2, \ldots, m \\
w_p &\in [w_p^L, w_p^U], p = 1, 2, \ldots, m
\end{align*}
\]

where the first two constraints are obtained from formula (11) based on the consensus analysis, and \([w_p^L, w_p^U]\) is the given weighting range, \( p = 1, 2, \ldots, m \).

Let \( \theta^* \) be the offered threshold. If we have \( GCI(\overline{R}^k) < \theta^* \), namely, the consensus does not meet the requirement, we need to increase \( \overline{R}^k \)'s consensus level. Considering the fact that the influence of different interval linguistic judgements on consensus is different, the adjustment should not be the same. Furthermore, the adjustment should not change the consistency. On the basis of these analyses, programming model for researching the consensus threshold is built as follows:
\[ \Delta^* = \max \sum_{i,j=1, i<j}^n \left( \alpha_{ij}^{k_L} + \alpha_{ij}^{k_U} \right) \]

\[
\begin{align*}
\sum_{i,j=1, i<j}^n \left( \sum_{p=1, p \neq k}^{m} w_p I(r_{ij}^{p_L}) + w_k \left( \alpha_{ij}^{k_L} I(r_{ij}^{k_L}) + (1 - \alpha_{ij}^{k_L}) I(r_{ij}^{L}) \right) \right) - \left( \alpha_{ij}^{k_L} I(r_{ij}^{k_L}) + (1 - \alpha_{ij}^{k_L}) I(r_{ij}^{L}) \right) + \\
\sum_{p=1, p \neq k}^{m} w_p I(r_{ij}^{U}) + w_k \left( \alpha_{ij}^{k_U} I(r_{ij}^{k_U}) + (1 - \alpha_{ij}^{k_U}) I(r_{ij}^{U}) \right) - \left( \alpha_{ij}^{k_U} I(r_{ij}^{k_U}) + (1 - \alpha_{ij}^{k_U}) I(r_{ij}^{U}) \right) \right) \\
\text{s.t.,} \\
\Delta_{ij}^{k_L} I(r_{ij}^{k_L}) + (1 - \Delta_{ij}^{k_L}) I(r_{ij}^{L}) \geq \Delta_{ij}^{k_L} I(r_{ij}^{k_L}) + (1 - \Delta_{ij}^{k_L}) I(r_{ij}^{L}) + \Delta_{ij}^{k_L} I(r_{ij}^{k_L}) + (1 - \Delta_{ij}^{k_L}) I(r_{ij}^{L}) - t \\
\alpha_{ij}^{k_U} I(r_{ij}^{k_U}) + (1 - \Delta_{ij}^{k_U}) I(r_{ij}^{U}) \leq \alpha_{ij}^{k_U} I(r_{ij}^{k_U}) + (1 - \Delta_{ij}^{k_U}) I(r_{ij}^{U}) + \Delta_{ij}^{k_U} I(r_{ij}^{k_U}) + (1 - \Delta_{ij}^{k_U}) I(r_{ij}^{U}) - t \\
i, j, i \neq j, i, j \leq \alpha_{ij}^{k_U}, \alpha_{ij}^{k_L}, i, j = 1, 2, \ldots, n, i < j \\
\) (M-6)
\]

where the first constraint is derived from formula (11), the second and third constraints are based on formula (8), the fifth constraint is the condition of ILVs, and the last constraint ensures the corresponding endpoints of ILVs to have the same adjustment.

There are several merits of model (M-6): (1) it permits the left and right endpoints of each ILV to have different adjustments; (2) it ensures the adjusted ILFPRs to satisfy the consensus requirement; (3) it guarantees the adjusted ILFPRs to be still consistent following Definition 6; (4) it ensures the smallest total adjustment under the conditions of the consensus and consistency requirements.

4.2. An interactive algorithm

Following the above discussions, this subsection provides an algorithm for GDM with ILFPRs based on the consistency-consensus discussion.

**Step 1.** Let \( \overline{R}^k = \left( \overline{r}_{ij}^k \right)_{mn} \) be the individual ILFPR offered by the DM \( e_k \) on the object set \( X = \{ x_1, x_2, \ldots, x_n \} \) for the predefined LTS \( S = \{ s_i \mid i = 0, 1, \ldots, 2t \} \). If there is no missing value in each individual ILFPR, go to Step 2. If not, models (M-4) and (M-3) are adopted to determine missing linguistic variables;

**Step 2.** With respect to each completely individual ILFPR \( \overline{R}^k = \left( \overline{r}_{ij}^k \right)_{mn} \), model (M-1) is used to judge the consistency. If all individual ILFPRs are consistent, turn to Step 3. If not, model (M-2) is applied to obtain the associated consistent ILFPRs \( \overline{R}^{*k} = \left( \overline{r}_{ij}^{*k} \right)_{mn} \), \( k = 1, 2, \ldots, m \);

**Step 3.** Following individually consistent ILFPRs \( \overline{R}^{*k} = \left( \overline{r}_{ij}^{*k} \right)_{mn} \), \( k = 1, 2, \ldots, m \), model (M-5) is adopted to ascertain the weights of DMs, denoted by \( w_{k}^* \), \( k = 1, 2, \ldots, m \);

**Step 4.** We calculate the comprehensively consistent ILFPR \( \overline{R}^{k} = \left( \overline{r}_{ij}^{k} \right)_{mn} \), where \( \overline{r}_{ij}^{*} = \oplus_{k=1}^{m} w_{k}^* \overline{r}_{ij}^{*k} \), \( i, j = 1, 2, \ldots, n \).

**Step 5.** Formula (11) is used to measure the consensus level of each ILFPR \( \overline{R}^{k} = \left( \overline{r}_{ij}^{k} \right)_{mn} \). Let \( \theta^* \) be the provided threshold. If we have \( GCI(\overline{R}^{*k}) \geq \theta^* \) for all \( k = 1, 2, \ldots, m \), go to Step 6. If not, model (M-6) is used to research the consensus threshold, and return to Step 4;
Step 6. Let $\overline{R}^* = \left( \overline{r}_{ij}^* \right)_{n \times n}$ be the comprehensively consistent ILFPR that satisfies the consensus requirement. We apply the arithmetic average value of each row (Meng et al., 2019) to calculate the interval linguistic priority weight vector, where

$$\overline{s} = (\overline{s}_1, \overline{s}_2, \ldots, \overline{s}_n) = ([s_{1}^{L}, s_{1}^{U}], [s_{2}^{L}, s_{2}^{U}], \ldots, [s_{n}^{L}, s_{n}^{U}]);$$

Step 7. With respect to the interval linguistic priority weights $\overline{s}_i$, $i = 1, 2, \ldots, n$, we adopt the formula for ranking ILVs (Meng et al., 2016) to rank $\overline{s}_i$, $i = 1, 2, \ldots, n$, and derive the ranking of objects.

5. A case study

This section provides a decision problem about evaluating investment to illustrate the utilization of the new method and to make the comparison.

Example 2 (Meng et al., 2019). An investment company plans to invest some money. Four companies are chosen as possible alternatives: a computer company $x_1$, a food company $x_2$, a car company $x_3$, and a TV company $x_4$. Furthermore, four DMs $E = \{e_1, e_2, e_3, e_4\}$ are invited to evaluate them using the predefined discrete LTS: $S = \{s_0: \text{extremely low}; s_1: \text{very much low}; s_2: \text{very low}; s_3: \text{low}; s_4: \text{a little low}; s_5: \text{fair}; s_6: \text{a little high}; s_7: \text{high}; s_8: \text{very high}; s_9: \text{very much high}; s_{10}: \text{extremely high}\}$. Because there are many criteria that influence the judgements of DMs such as the degree of investment risk, the rate of return, and return cycle, it is difficult to require the DMs to offer their exactly qualitative judgements. Thus, the DMs are allowed to employ ILVs to express uncertainty. Suppose that individual ILFPRs are offered as follows:

$$\overline{R}_1 = \begin{pmatrix}
[s_5, s_3] & [s_5, s_5] & [s_5, s_7] & [s_4, s_5] \\
[s_3, s_3] & [s_5, s_5] & [s_5, s_7] & [s_4, s_5] \\
[s_3, s_5] & [s_2, s_6] & [s_5, s_5] & [s_5, s_6] \\
[s_5, s_6] & [s_3, s_4] & [s_4, s_6] & [s_5, s_5]
\end{pmatrix}, \quad \overline{R}_2 = \begin{pmatrix}
[s_5, s_3] & [s_5, s_5] & [s_4, s_6] & [s_4, s_6] \\
[s_3, s_5] & [s_5, s_5] & [s_4, s_6] & [s_5, s_6] \\
[s_4, s_6] & [s_4, s_6] & [s_5, s_5] & [s_5, s_7] \\
[s_4, s_6] & [s_4, s_6] & [s_3, s_5] & [s_5, s_5]
\end{pmatrix},$$

$$\overline{R}_3 = \begin{pmatrix}
[s_5, s_3] & [s_5, s_6] & [s_4, s_6] & [s_4, s_5] \\
[s_4, s_5] & [s_5, s_5] & [s_5, s_6] & [s_5, s_7] \\
[s_4, s_6] & [s_4, s_5] & [s_5, s_5] & [s_6, s_8] \\
[s_5, s_6] & [s_3, s_5] & [s_2, s_4] & [s_5, s_5]
\end{pmatrix}, \quad \overline{R}_4 = \begin{pmatrix}
[s_5, s_3] & [s_5, s_5] & [s_5, s_7] & [s_4, s_6] \\
[s_4, s_7] & [s_5, s_5] & [s_3, s_4] & [s_5, s_6] \\
[s_3, s_5] & [s_6, s_7] & [s_5, s_5] & [s_5, s_8] \\
[s_4, s_6] & [s_4, s_5] & [s_2, s_5] & [s_5, s_5]
\end{pmatrix}.$$  

The known weighting range of the DMs is $[0.2, 0.4]$. To rank these companies, the procedure is offered as follows:

Step 1. Since all individual ILFPRs are complete, model (M-1) is adopted to judge the consistency. For each of them, following model (M-1) we have $\phi^{*,1} = 7, \phi^{*,2} = 2, \phi^{*,3} = 6, \phi^{*,4} = 10$. Thus, none of them is consistent based on Definition 6. The consistent ILFPRs based on model (M-2) are

$$\overline{R}^{*1} = \begin{pmatrix}
[s_5, s_5] & [s_3, s_5] & [s_5, s_7] & [s_4, s_6] \\
[s_5, s_7] & [s_5, s_5] & [s_5, s_8] & [s_6, s_7] \\
[s_3, s_5] & [s_2, s_5] & [s_5, s_5] & [s_4, s_6] \\
[s_4, s_6] & [s_3, s_4] & [s_4, s_6] & [s_5, s_5]
\end{pmatrix}, \quad \overline{R}^{*2} = \begin{pmatrix}
[s_5, s_5] & [s_5, s_7] & [s_4, s_6] & [s_4, s_6] \\
[s_3, s_5] & [s_5, s_5] & [s_4, s_6] & [s_5, s_6] \\
[s_4, s_6] & [s_4, s_6] & [s_5, s_5] & [s_5, s_7] \\
[s_4, s_6] & [s_4, s_6] & [s_3, s_5] & [s_5, s_5]
\end{pmatrix}.$$
Step 2. Using model (M-5), the DMs’ weights are \( w_1^* = 0.2 \) and \( w_2^* = 0.4 \).

Step 3. Based on the weights of DMs, the comprehensively consistent ILFPR is derived as follows:

\[
\mathbf{\bar{R}}^3 = \begin{bmatrix}
[s_5, s_3] & [s_4, s_6] & [s_4, s_6] & [s_4, s_6] \\
[s_4, s_6] & [s_5, s_5] & [s_5, s_5] & [s_5, s_5] \\
[s_4, s_6] & [s_4, s_6] & [s_5, s_5] & [s_5, s_5] \\
[s_4, s_6] & [s_4, s_6] & [s_3, s_3] & [s_5, s_5]
\end{bmatrix}, \quad \mathbf{\bar{R}}^4 = \begin{bmatrix}
[s_5, s_5] & [s_3, s_6] & [s_3, s_6] & [s_4, s_6] \\
[s_4, s_7] & [s_5, s_5] & [s_5, s_5] & [s_5, s_6] \\
[s_4, s_7] & [s_5, s_7] & [s_5, s_5] & [s_5, s_8] \\
[s_4, s_6] & [s_4, s_6] & [s_4, s_6] & [s_5, s_5]
\end{bmatrix}.
\]

Step 4. Let \( \theta^* = 0.95 \), which is the same as the consensus threshold in the literature (Meng et al., 2019). According to formula (11), we obtain

\[
\begin{align*}
GCI(\mathbf{\bar{R}}^1) &= 0.915 \\
GCI(\mathbf{\bar{R}}^2) &= 0.962 \\
GCI(\mathbf{\bar{R}}^3) &= 0.977 \\
GCI(\mathbf{\bar{R}}^4) &= 0.958
\end{align*}
\]

Because \( GCI(\mathbf{\bar{R}}^1) < 0.95 \), we need to improve the consensus level of \( \mathbf{\bar{R}}^1 \). On the basis of model (M-6), the following adjusted consistent ILFPR is derived:

\[
\mathbf{\bar{R}}^{*1} = \begin{bmatrix}
[s_5, s_5] & [s_5, s_{5.85}] & [s_{4.15}, s_7] & [s_4, s_6] \\
[s_{4.15}, s_7] & [s_5, s_5] & [s_5, s_{6.15}] & [s_{5.15}, s_7] \\
[s_3, s_{5.85}] & [s_{3.85}, s_5] & [s_5, s_5] & [s_4, s_{6.85}] \\
[s_4, s_6] & [s_3, s_{4.85}] & [s_{3.15}, s_6] & [s_5, s_5]
\end{bmatrix}.
\]

Furthermore, the associated comprehensively consistent ILFPR is

\[
\mathbf{\bar{R}}^{*} = \begin{bmatrix}
[s_5, s_5] & [s_3, s_{6.17}] & [s_{3.63}, s_{6.2}] & [s_4, s_6] \\
[s_3, s_{6.17}] & [s_5, s_5] & [s_4, s_{5.63}] & [s_{4.83}, s_{6.4}] \\
[s_3, s_{6.37}] & [s_{4.37}, s_6] & [s_5, s_5] & [s_{4.8}, s_{7.37}] \\
[s_4, s_6] & [s_3, s_{5.17}] & [s_{2.63}, s_{5.2}] & [s_5, s_5]
\end{bmatrix}.
\]

Again using formula (11), we have

\[
\begin{align*}
GCI(\mathbf{\bar{R}}^{*1}) &= 0.950 \\
GCI(\mathbf{\bar{R}}^{*2}) &= 0.958 \\
GCI(\mathbf{\bar{R}}^{*3}) &= 0.968 \\
GCI(\mathbf{\bar{R}}^{*4}) &= 0.961
\end{align*}
\]

Step 5. Using the row arithmetic average value of \( \mathbf{\bar{R}}^{*} \), the interval linguistic priority weight vector is

\[
\mathbf{\bar{s}} = \begin{bmatrix}
[s_{4.06}, s_{5.84}] & [s_{4.42}, s_{5.86}] & [s_{4.49}, s_{6.18}] & [s_{3.81}, s_{5.34}]
\end{bmatrix};
\]

Step 6. According to the formula for ranking ILVs (Meng et al., 2016), the ranking of objects is \( x_3 \succ x_2 \succ x_1 \succ x_4 \).

Following different methods, ranking orders are derived as shown in Table 1 (Meng et al., 2019).
Table 1. Ranking orders for different methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Ranking orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method in (Tapia García et al., 2012)</td>
<td>$x_1 = x_2 = x_3 \succ x_4$</td>
</tr>
<tr>
<td>Method in (Xu &amp; Wu, 2013)</td>
<td>$x_2 \succ x_3 \succ x_1 \succ x_4$</td>
</tr>
<tr>
<td>Method in (Meng et al., 2019)</td>
<td>$x_3 \succ x_2 \succ x_1 \succ x_4$</td>
</tr>
<tr>
<td>New method</td>
<td>$x_3 \succ x_2 \succ x_1 \succ x_4$</td>
</tr>
</tbody>
</table>

Table 1 indicates that different rankings may be derived following different methods. Notably, methods in the literature (Tapia García et al., 2012; Xu & Wu, 2013) did not consider the consistency of ILFPRs. Although the same ranking is derived following method in the literature (Meng et al., 2019) and the new method, their ranking values are different. The new method based on Definition 6 is more flexible than that offered by Meng et al. (2019) using Definition 4.

Conclusions

Considering previous research about ILFPRs, this paper defined the constrained interval linguistic arithmetic to study the additive transitivity of ILFPRs, which makes us define consistent ILFPRs in a similar way to ALPRs. Following the defined consistency concept, a new GDM algorithm is provided. The main highlights include: (i) it is more flexible than consistency-based method in the literature (Meng et al., 2019); (ii) it can solve incomplete and inconsistent cases; (iii) programming model for determining the DMs’ weights is built; (iv) programming model for researching the consensus threshold is constructed, which endows different ILVs with different adjustments. To show the application and to compare with previous methods, a GDM problem is provided. This paper mainly focuses on the theory and only studies the utilization of the new method in investment problem. Therefore, we will continue to research the application in some other fields including the green supplier selection, evaluation of airline service quality, medical recommendation, and evaluating employees for enterprises. Furthermore, we will continue to research new decision methods with interval linguistic information such as aggregation operator-based method (Zeng, Mu, & Baležentis, 2017), distance measure-based method (Cheng, Meng, & Chen, 2017), similarity and entropy based-method (Meng & Chen, 2016). Furthermore, we shall study other types of preference relations in a similar way to the new method for ILFPRs.
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