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Abstract. Studies have shown that online product reviews can indicate the position of a competi-
tive brand. Even though reviews on different platforms may express different opinions, most stud-
ies are based on only one platform. This may lead to an inaccurate analysis of market structure. To 
solve this problem, we develop a novel market structure analysis based on multi-attribute group 
decision-making which can integrate reviews from different platforms. Multiple platforms more 
comprehensively reflect the market than single platforms do. To verify the effectiveness of the 
proposed method, we conduct a case study of mobile phone reviews across three top e-commerce 
platforms in China. In addition, we propose a process to generate priorities for product-attribute 
improvements using a cross-platform market structure analysis method. Our experiments dem-
onstrate the effectiveness of the proposed method.
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Introduction

Market structure analysis is the identification of product-market boundaries and structure 
(Srivastava et al., 1981). Through market structure analysis, people can understand the posi-
tion of products or brands in a competitive space in order to make strategic decisions. As 
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more and more information is published by consumers on forums, blogs, e-commerce sites 
or other Internet platforms, the subject of how to find valuable information in user-generated 
content has become a research hotspot (Netzer et al., 2012). In theory, through monitoring 
consumer comments and discussions about products in a particular category, firms can better 
understand the following: the features of their products compared to those of competitors; 
the market structure and competitive landscape; and marketing opportunities (Netzer et al., 
2012). This points to the possibility of drawing upon online user-generated content for mar-
ket structure analysis.

However, user-generated content is vast, unstructured, and difficult to analyze. Research-
ers have begun using different methods to address this conundrum. Methods based on text 
mining are commonly used, as they are effective and efficient. Text mining-based market 
structure analysis usually consists of two steps. The first involves obtaining the attributes of 
the product or brand and the score of each attribute from the user-generated content. The 
second step involves using a model to evaluate a product or brand’s market position based on 
its attributes and scores and then conducting a market structure analysis. For instance, Chen 
et al. (2015) proposed a novel Latent Dirichlet Allocation-based market structure analysis 
framework to identify product features. The method they used was largely automated, im-
proving the efficiency of the analysis.

Despite this benefit, there are currently two problems with text mining-based market 
structure analysis. First, most studies are based on only one platform – thus, ignoring differ-
ences among platforms – which could lead to a biased analysis of market structure. Second, 
even though the sentiment in comments tends to reflect consumer perceptions of product 
attributes (Koh et  al., 2010), text mining-based market analysis focuses too much on the 
extraction of product attributes rather than on making full use of the positive and negative 
comments in product reviews. These limitations have inspired us to develop a novel method 
for market structure analysis that can fully exploit the emotional content in online reviews 
and integrate reviews across multiple platforms.

In this study, we propose a cross-platform market structure analysis method that employs 
multi-attribute group decision making. This involves selecting the most appropriate option 
among a range of alternatives under a given standard (Koksalmis & Kabak, 2019). In addi-
tion, we propose a process to generate priorities for product-attribute improvements that are 
based on the method. Multi-attribute group decision making is the process of selecting the 
best alternatives based on numerous expert opinions and evaluation criteria (Yue, 2012; Kou 
et al., 2012, 2014, 2016; Schotten & Morais, 2019; Zolfani & Saparauskas, 2013). In this study, 
we regard the e-commerce platform as the decision-making expert, the product attributes as 
the evaluation indicators, and the products as alternatives. This study integrates the results 
from different platforms using group decision-making integration methods, which allows for 
a more comprehensive analysis of the market structure. The contributions of this research to 
the literature are as follows:

(1) We first use sentiment classification and fuzzy set theory together to analyze market 
structure. Our work incorporates real opinions on products as well as the emotional 
content in product reviews.

(2) We use a multi-attribute group decision-making method to integrate online product 
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reviews across multiple platforms. We consider multiple e-commerce platforms, as 
this is more reliable than relying only on a single platform.

(3) We also propose a method to generate priorities for product-attribute improvement. 
The purpose of this is to make full use of our proposed cross-platform market struc-
ture analysis method and provide guidance for firms to learn from other firms’ prod-
ucts.

The remainder of the paper is organized as follows. In Section 1, we introduce related 
work. In Section 2, we describe the proposed method. In Section 3, we present the details 
of our experiment. In Section 4, we propose a process to generate the priorities of products 
attribute improvements using the cross-platform market structure analysis method. In the 
last section, we present our conclusions and offer suggestions for future research.

1. Related work

In this section, we review the literature related to the current study. The review covers two 
themes in the literature: market structure analyses and studies of product ratings based on 
online reviews. While market structure analysis is our main research topic, we also review 
studies of product ratings in online reviews, as our research methodology resembles the 
methodology of those studies.

1.1. Market structure analysis methods

Market structure analysis is the basic pillar of marketing research, and it has been evolving 
over time. There are two categories of methods that have been used in these analyses: tradi-
tional and text-based mining methods (Chen et al., 2015).

Traditional market structure analyses vary according to the types of data analyzed (e.g., 
panel scanner data, total sales, and consumer survey responses) and the methods used. Re-
gardless of whether an analysis employs internal or external methods, ordinarily, a set of 
attributes and their underlying dimensions must be determined in advance based on survey 
or transaction sales data, assuming that “all customers perceive all products the same way 
and differ only in their evaluation of product attributes” (Elrod et al., 2002). Determining 
this set of attributes is, thus, fundamental to market structural analysis, but studies using 
traditional methods have rarely explored how to determine these attributes along with their 
magnitudes and underlying dimensions. As a result, traditional analyses depend more on 
manual manipulation to determine the attributes. Fraas and Greer (1977) examined the ef-
fects of structural conditions on price collusion between oligarchs. Using traditional methods 
provided evidence for structure–behavior relationships in an analysis of 606 standards-com-
pliant case studies. Srivastava et al. (1981) used the substitution-in-use criterion to analyze 
product usage data in financial services to obtain an effective product–market structure. They 
employed a hierarchical clustering method and verified the effectiveness of their method. 
Fraser and Bradford (1983) proposed a competitive market structure analysis method based 
on principal component analysis and used their proposed Index of Revealed Substitutability 
as a segmentation indicator to identify brands or groups of competing products in a market. 
They demonstrated the effectiveness of the method in the context of the US coffee market. 
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Erdem (1996) suggested that past analyses of market structure have ignored consumer 
dynamics and heterogeneity in both the preferences for and perceptions of brand attributes. 
To solve this problem, he proposed a novel model and tested it on Nielsen scanning panel 
data. The results showed that the internal and external fitting of this method was better 
than that for methods that had not taken into account consumer dynamics, verifying the 
importance of considering these dynamics to obtain the most accurate results. Cooper and 
Inoue (1996) proposed a market structure analysis method based on preference structure in 
the consumer market. The method divided the market into heterogeneous sub-markets ac-
cording to different consumer perspectives. Yang et al. (2017) proposed a dynamic analysis 
model that incorporated eight influencing factors based on vector autoregressive analysis 
in the context of China’s coal industry. This model revealed that the market structure had a 
dynamic response path to these factors. It also showed the changes in the contribution rate 
of these factors to market structure.

To resolve the issue that determining attributes requires more manual manipulation, 
some scholars began to consider text-mining technology to automatically extract the required 
attributes from user-generated content (Gupta et al., 2020). In the last decade, methods for 
market structure analysis that are based on text mining have fully emerged, primarily focus-
ing on user-generated content on the Internet. This approach employs text-mining methods 
to shed light on consumer perceptions of products or brands as well as on market structures. 
As the method is relatively new, only a few studies have addressed it (Lee & Bradlow, 2011; 
Netzer et  al., 2012). Lee and Bradlow (2011) proposed a text mining-based approach to 
identify product attributes and dimensions from user-generated content; they also used the 
method to calculate brand distances and visualize market structure. Following Lee and Brad-
low (2011), Netzer et al. (2012) introduced semantic relations to define similarities, leading to 
more reasonable analysis results. However, since both these approaches must be based on the 
“Bag of Words” assumption, they require manual classification of similar product attributes. 
To solve this problem, Chen et al. (2015) proposed a method based on a topic model that 
could automatically identify similar product attributes, circumventing the need for manual 
involvement. In other words, this approach was more automated. 

There are two problems with these studies. First, they focus on the extraction of product 
attributes from user-generated content, ignoring emotional information. This is a problem, 
since user emotions can reflect perceptions of products or brands. Second, the research is 
based on only one platform, which could lead to an inaccurate market structure analysis. This 
is because people may express different perceptions of the same product or brand on differ-
ent platforms. This study solves some of these problems by employing text mining. It makes 
full use of the emotional information in user-generated content, and further, it employs a 
multi-criteria group decision-making method to integrate online comments from multiple 
platforms. This approach allows for a more accurate analysis.

1.2. Ranking products based on online reviews

Product ratings based on online reviews help consumers select products that best meet their 
needs. This study’s method of market structure analysis adopts this concept of product rat-
ings. Up until now, research on product ratings based on online reviews has been rare. The 
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research has usually consisted of three steps: first, extracting product attributes from com-
ments; second, identifying emotional directions corresponding to product attributes; and 
finally, using one of Multi-Attributes Decision Making methods (Galankashi et  al., 2020; 
Wang et al., 2021) to score product attributes and weighting them to obtain the final product 
rating. Zhang et al. (2010) was the first person to rate products using online reviews. They 
considered both emotional information and contrasting opinions in product ratings and used 
directed, weighted graphs to score digital cameras and televisions. The test proved the effec-
tiveness of their method. Peng et al. (2014) used similarities in product-attribute extraction 
to classify attributes (a process which can avoid human operations) and used fuzzy PRO-
METHEE to score products, achieving satisfactory results in the context of mobile phones. 
However, their ratings of product attributes were mainly based on expert scoring, without 
consideration of the emotional content of comments. Najmi et al. (2015) were more compre-
hensive in their approach. They rated brands and products simultaneously and considered 
the usefulness of reviews. Liu et al. (2017b) considered both polar and neutral comments, 
used an emotional dictionary for sentiment analysis, and employed the intuitionistic fuzzy 
PROMETHEE to comprehensively rate products.

These studies did not consider differences between platforms, as they were based on 
only one platform. In addition, obtaining single-user preferences for product attributes and 
then determining attribute weights is challenging, making this method less suitable for user-
personalized recommendations. However, users’ overall preferences can be determined by the 
number of users concerned about specific product attributes, and this information could then 
be used to generate attribute weights. This would be a suitable approach to market structure 
analysis, as it considers the entire market rather than focusing on individual users, and it 
would be sufficient for identifying overall preferences.

2. The proposed method

To make full use of the attributes and sentiment tendencies in user reviews and to integrate 
the content from multiple platforms, our proposed method employs text classification, multi-
objective group decision making, and intuitionistic fuzzy TOPSIS. Since we are using multi-
attribute group decision making to solve the cross-platform market structure analysis, in 
the case of known alternatives (products) and experts (different e-commerce platforms), we 
first need to obtain evaluation criteria from product reviews (product attributes) and criteria 
scores (scores of product attributes). We obtain the main attributes of products by counting 
the nouns in the reviews and manually classifying the synonyms. The attribute weights are 
generated by counting the frequencies of different product attribute words in the comments 
on each platform. We use the method of product rating (Zhang et al. 2010; Peng et al. 2014; 
Najmi et al. 2015; Liu et al. 2017b) and sentiment analysis to determine the scores of product 
attributes. After determining the alternatives, experts, attributes, and attribute scores, we can 
generate the decision matrix for different experts, which is a typical multi-attribute group 
decision problem (Lin et al., 2020; Zhang et al., 2021; Yu et al., 2021). After that, we need to 
select the appropriate group-decision integration method to generate expert weights and to 
assemble the decision matrices of different experts into a single decision matrix. Finally, we 
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use multi-attribute decision making methods to score the products, and then, we are able to 
determine their market positions. The proposed method is shown in Figure 1. The detailed 
method includes the following steps:

Step 1. Collect review data for the specified product on the specified platform. Considering 
the functionality and simplicity of Python, we use it as the programming language for data 
collection. At this step, the crawled content is mainly the body of the review, which includes 
the first and the additional reviews. On some e-commerce platforms, parts of reviews ap-
pear as tags. Because this part of the content contains product attributes and emotional 
tendencies, the tag reviews are also collected and analyzed.

Step 2. Obtain product attributes from reviews and then clean reviews. The acquisition of 
product attributes is carried out consistently with the following ideas. First, words in the 
review content are segmented and their parts of speech marked; for part-of-speech tagging, 
we use the jieba word segmentation package in Python. Second, all the nouns from the 
reviews are taken and the document frequency of each noun DFi is counted, where DFi 
represents the number of documents containing noun i in all documents. Third, nouns 
whose document frequency is less than a certain threshold are deleted, and the remaining 
words are the alternative attribute words. In this study, the threshold is set at five. Finally, 
the candidate attribute words that are not related to the product are eliminated, and the 
attributes are classified by experts. Attribute words belonging to the same class can be 
considered the same attribute. Cleaning of reviews is divided into two steps: the first is to 
delete the stop words and the reviews that do not contain any attribute words; the second 

Figure 1. The process of the proposed method
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is to split the reviews into single sentences. Sometimes, longer reviews can contain a range 
of emotions, but usually, the emotional tendency in a sentence is singular. This makes 
subsequent emotional analysis easier. In the analysis, each sentence that comes from the 
segmentation of reviews is treated as a single review rather than a raw review, and docu-
ment frequency refers to the frequency of the segmented sentence.

Step 3. Calculate the weights of product attributes on each platform. We assume that the 
more times an attribute appears in reviews, the greater is its weight. This assumption is 
grounded in the belief that the more times an attribute appears in a review dataset, the 
more consumers are concerned about it. Based on this assumption, we count the weight 
values for each item and attribute on each platform. The method is as follows:

Let the review set of product j on platform i be Dij, the kth attribute be Ak  =
{ }1 2
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Step 4. The sentiment analysis is performed on the reviews, and the product attribute scores 
of each platform are obtained according to the analysis results to establish an intuitionistic 
fuzzy decision matrix. Since we are using sentiment analysis to obtain attribute scores for 
products, we need to address the sentiment analysis of reviews. Methods for solving senti-
ment analysis usually fall into two types: machine learning-based methods (Li et al., 2017; 
Chao et al., 2019; Kou et al., 2019; Kong et al., 2019; Zhong & Enke, 2019) and lexicon-
based methods (Medhat et al., 2014). Although the method based on the sentiment lexicon 
is more accurate, its construction requires manual manipulation, which is inefficient com-
pared to the machine learning-based method. Therefore, we use a machine learning-based 
approach to solve this problem. This step involves tagging a portion of the cleaned reviews 
manually. We use “–1” to represent negative emotions, “0” for neutral emotions, and “1” for 
positive emotions. The classifier is trained with the labeled samples to obtain the emotional 
tendency of the unlabeled samples. After that, we make an assumption: If one or more at-
tributes appear in a review with emotion, we assume that the author’s emotional tendency 
toward the attribute is the same as the emotional tendency of the sentence. For example, if 
a review of a cell phone mentions the screen and the sentiment of the review is negative, 
then the author of the review considers the screen in negative manner. Through the senti-
ment analysis and based on our assumption, we can determine the emotional tendencies 
corresponding to the attributes in all reviews. Counting the number of emotional reviews 
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related to attributes for all products on all platforms, we can find pos
ijkp , ,neu

ijkp  and neg
ijkp , where 

pos
ijkp , ,neu

ijkp  and neg
ijkp  represent the number of positive, neutral, and negative reviews for at-

tribute k in review set Dij, respectively.
Based on pos
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ijkp , we can build the intuitionistic fuzzy number scoring matrix 
using the method proposed by Liu et al. (2017a). This method is as follows: the intuitionistic 
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Step 5. Determine the expert weights and integrate the expert matrices to arrive at the in-
tegrated matrix. Our approach to solving cross-platform market structure analysis is based 
in a multi-attribute group decision-making approach. This method is divided into two 
steps: the first is to integrate the decision matrices of multiple experts into a single matrix; 
the second is to use the multi-criteria decision-making method to score the alternatives in 
the integrated decision matrix and obtain the rankings of alternatives. We use the method 
proposed by Li et al. (2016) to get the integrated decision matrix, which is 
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where Rg and wi represent the integrated decision matrix and expert weight, respectively. 
Since the generated decision matrix and weight matrix are from real and objective review 
data and we hope to obtain objective results for our market structure analysis, the method 
which is to maximize the level of consensus by adjusting the weight of decision makers with 
the help of a feedback mechanism (Zhang et al., 2019) is not suitable for our work and the 
deriving of expert weights should also be objective. Although there are many methods that 
could be used to generate expert weight objectively, most of them are for cases in which 
the decision matrix is real rather than fuzzy and the attribute weight is an unknown vector 
rather than a known matrix. This would mean that all the weights of a single attribute are 
the same across different alternatives and different platforms, making the expert weight 
generation method less suitable for our situation. The main reasons for this are as follows. 
First, our decision matrix is an intuitionistic fuzzy number matrix. Second, our attribute 
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weights are known and in the form of a matrix rather than a vector because we generate 
attribute weights from consumers’ reviews. Thus, our attribute weights vary across differ-
ent platforms and products. Therefore, we cannot use the existing methods to generate the 
expert weights directly, and we need to modify their methods. In light of this consideration, 
we use the projection method (Yue, 2012) to determine the expert weights from the weight 
matrices. Using a projection method to determine the expert weights involves calculating 
the similarity between the expert and ideal decision matrices. The ideal decision matrix is 
calculated by averaging all decision matrices, and the similarity between a decision matrix 
and the ideal decision matrix is calculated by projecting the decision matrices onto the 
average of all decision matrices. The higher the similarity, the higher the expert weight. The 
raw projection method is applicable to deriving the expert from the real decision matrices, 
but we have no real decision matrix and cannot use it directly. However, we have known 
weight matrices, so we can use these to derive expert weights from weight matrices. The 
process of determining the expert weight from the weight matrices using the projection 
method is divided into three steps:

First, calculate the average weight matrix, which is
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Second, calculate the projection of each expert weight matrix onto the average weight 

matrix, which is 
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After deriving the expert weight, we integrate the decision matrices and the weight matri-

ces, where the method to integrate the weight matrices is
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Step 6. The product scores are calculated using intuitionistic fuzzy TOPSIS (Šaparauskas 
& Turskis, 2006) to obtain their market position rankings. The higher the product score, 
the higher the market position. Since the elements of the integrated decision matrix are 
intuitionistic fuzzy numbers, we need to use an intuitionistic fuzzy multi-attribute deci-
sion-making method to calculate the product score. There are many different kinds of 
fuzzy multi-attribute decision-making methods. Because the intuitionistic fuzzy TOPSIS 
is simple and effective, we use it to calculate the product scores. The calculation steps are 
as follows:
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First, according to the integrated matrix Rg, we can get the positive ideal solution which is 
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Fourth, rank the market position of the product based on the value of cj.
In the next section, we will use the proposed method to analyze the market structure of 

four different brands of mobile phones based on reviews on three representative platforms 
in China.

3. Experimental study

Using the method we proposed in section 2, we convert the review text data from different 
platforms into numerical data to help us analyze the market structure. In this section, we use 
real data as an example to verify the effectiveness of our proposed method.

3.1. Experimental process

3.1.1. Data collection

In our experiment, we take mobile phones as an example and choose the three largest e-
commerce platforms (Tmall, jd.com, and Suning) in China to verify the effectiveness of our 
proposed method. We then selected four mobile phone brands and models: Huawei Mate 20, 
iPhone X, Mi MIX 3, and Oppo Find X. We choose these models as objects of the experiment 
because they were released in China in the past two years, they have excellent reputations, 
and they have distinct product attributes to facilitate the analysis. The websites of the official 
flagship stores or platform-owned stores usually have the largest number of product reviews 
among all websites affiliated with the same brands. Thus, we collect reviews from the websites 
of the official flagship stores for these phones on each platform or from the product links 
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on the platforms’ own stores. The 12-product links along with an example of the content we 
collect in each Suning review are in the Attachment. We collect three kinds of reviews: label, 
first, and additional reviews. The label reviews are always in the form of a phrase such as 
“high performance cost ratio” and “beautiful appearance,” which can be selected from among 
various phrases. The first and additional reviews are complete sentences written by consum-
ers themselves. The reason for choosing these three kinds of reviews is that they all contain 
product attributes that attract reviewers’ attention and toward which reviewers tend to have 
an emotional response. With other kinds of information, it is more difficult to assess review-
ers’ emotional tendencies towards attributes. To simplify the analysis, we collect only the text 
content but not the picture, time, author information, and other items in the review. For Tmall 
and jd.com, we only collect first and additional reviews, since label reviews are not an option.

We used Python language to crawl the review data, and we experienced some difficulty 
accessing reviews because of anti-crawling mechanisms. In Tmall, our crawler was easily 
detected and prohibited, and in Suning, we could only see the first 50 pages, or a total of 500 
reviews. To balance the number of reviews collected on different platforms, we did not collect 
more than 1,000 reviews on each product link. Specific review numbers are shown in Table 1. 
When the number of reviews is below 500, it means that the number of valid comments was 
less than 500 and we could not collect additional reviews.

Table 1. The number of comments collected from each phone’s links

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Tmall 1,000 999 1,000 1,000
jd.com 700 700 500 700
Suning 180 500 500 382

3.1.2. Obtaining product attributes from reviews and cleaning the data

To obtain review attributes, first, we cut the reviews into words and tag the parts of speech 
in the manner described in section 3. An example of a review after word cutting and part-of-
speech tagging is shown in the Attachment. The original text is well segmented and marked 
with parts of speech. The two items in each “()” are the word and the part of speech of the 
word, respectively. After that, we count the document frequency of all nouns, filter out the 
low-frequency nouns, and manually select alternative attribute words from the remaining 
nouns. We filter out the nouns whose document frequency is less than five. By manually 
classifying these alternative attribute words, we obtain 11 attributes, as shown in the Excel 
file “Attributes and their different expressions” in the Attachment, and each attribute has a 
variety of different expressions.

After obtaining 11 product attributes, the reviews are cleaned in two steps:
First, remove reviews without expressions of the 11 attributes listed in the file “Attributes 

and their different expressions.” This step can be performed directly through programming, 
traversing expressions of every attribute in the file, and matching the reviews one-by-one. If 
we do not find expressions of attributes that match to a particular review after traversing the 
properties in the file, this means the review does not contain the attribute, can be considered 
noise, and can be deleted.
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Second, break down the reviews into short sentences. Since most reviews contain more 
than one attribute and the same reviewer may express different emotional tendencies for 
different attributes, this step allows us to avoid having multiple emotions in one review. We 
split sentences using a method that matches the ending symbols or conjunctions of a sentence 
and then cleaves the sentence. The ending signs and conjunctions that are used in the study 
are included in the Attachment.

3.1.3. Calculating the weights of attributes

The method in section 3 is used to calculate the attribute weight. First, we count the docu-
ment frequency of all expressions of the 11 attributes for each product on each platform. In 
this way, we can obtain the document frequency table for all attributes, as shown in Table 2.

Table 2. Document frequencies of the 11 attributes for each mobile phone in the three platforms
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Totality 
performance 51 324 131 100 63 143 36 56 6 42 14 17

Brand 505 90 448 132 469 164 158 95 48 64 95 41
Operational 
performance 122 102 204 167 198 167 87 131 18 39 28 26

Screen 79 24 229 137 188 136 111 136 57 101 95 140
Batteries and 
Duration 59 35 148 54 132 88 61 76 45 91 137 75

Function 241 90 459 324 308 195 167 216 75 208 157 207
Look and feel 132 69 379 369 226 181 141 238 46 106 166 136
Price 28 63 77 41 44 163 27 34 34 142 130 80
Gift 39 86 131 56 51 47 45 65 4 4 11 12
Hardware 25 6 79 147 89 33 35 123 9 1 7 40
Sound 33 6 33 42 17 12 12 31 27 91 63 93

Then, we generate the weight matrices for the three platforms using 

1

ijk
ijk K

ijkk

DF
w

DF
=

=

∑
 

based on the result in Table 2. The weight matrices for the three platforms are shown in 
Tables 3–5.
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Table 3. Weight matrices of the 11 attributes for four phones on Tmall

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance 0.04 0.36 0.06 0.06
Brand 0.38 0.1 0.19 0.08
Operational performance 0.09 0.11 0.09 0.11
Screen 0.06 0.03 0.1 0.09
Batteries and duration 0.04 0.04 0.06 0.03
Function 0.18 0.1 0.2 0.21
Look and feel 0.1 0.08 0.16 0.24
Price 0.02 0.07 0.03 0.03
Gift 0.03 0.1 0.06 0.04
Hardware 0.02 0.01 0.03 0.09
Sound 0.03 0.01 0.01 0.03

Table 4. Weight matrices of the 11 attributes for four phones on jd.com

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance 0.04 0.11 0.04 0.05
Brand 0.26 0.12 0.18 0.08
Operational performance 0.11 0.13 0.1 0.11
Screen 0.11 0.1 0.13 0.11
Batteries and duration 0.07 0.07 0.07 0.06
Function 0.17 0.15 0.19 0.18
Look and feel 0.13 0.14 0.16 0.2
Price 0.02 0.12 0.03 0.03
Gift 0.03 0.04 0.05 0.05
Hardware 0.05 0.02 0.04 0.1
Sound 0.01 0.01 0.01 0.03

Table 5. Weight matrices of the 11 attributes for four phones on Suning

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance 0.02 0.05 0.02 0.02
Brand 0.13 0.07 0.11 0.05
Operational performance 0.05 0.04 0.03 0.03
Screen 0.15 0.11 0.11 0.16
Batteries and duration 0.12 0.1 0.15 0.09
Function 0.2 0.23 0.17 0.24
Look and feel 0.12 0.12 0.18 0.16
Price 0.09 0.16 0.14 0.09
Gift 0.01 0 0.01 0.01
Hardware 0.02 0 0.01 0.05
Sound 0.07 0.1 0.07 0.11
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3.1.4. Sentiment classification and generating the decision matrix

We select 762 reviews and manually label their emotional tendencies. Labels include positive, 
negative, and neutral, which are represented by “1,” “–1,” and “0,” respectively. We find that 
some of the reviews have product attributes but that the content does not have an emotional 
tendency or that the content has nothing to do with the product. We label these reviews as 
“2,” and we use the classifier to identify and filter them. However, when calculating the weight 
of the attribute, these kinds of reviews are not excluded. This is because if the reviewer men-
tions the attribute, it usually means that he or she pays attention to it. The numbers of labels 
in each class among the 762 reviews are shown in Table 6.

                         Table 6. Total numbers in each class for the 762 labeled reviews

Positive Neutral Negative Unemotional or unrelated

569 15 98 80

From Table 8, we know that the classification problem we are trying to solve is an im-
balanced multi-classification problem. We use these labeled reviews to train the classifier to 
obtain the emotional tendencies of the reviews and filter out irrelevant ones. To improve the 
accuracy of our intuitionistic fuzzy decision matrix, we need to ensure the accuracy of our 
classification. In addition, because accuracy may not be a good measure when evaluating im-
balanced classification problems, we introduce the macro average geometric (MAvG) (Ferri 
et al., 2009) to evaluate the performance of the classifier. The accuracy and MAvG can by 

calculated by the following: Accuracy /T TTC N= , 
1

MAvG
c

j
c

jj

TC

N
=

= ∏ . Where TCT and TCj 

represent the number of correctly classified samples in all samples and the number of correct-
ly classified samples belonging to class j, respectively. NT and Nj represent the number of all 
samples and the samples in class j, respectively, and c is the number of classes of the sample. 
Obviously, in terms of accuracy, if classes with only a few samples are classified incorrectly, 
high values can result as long as classes with many samples are satisfactory. However, for 
MAvG, even if only one class has a poor classification performance, a high value cannot be 
realized. When the two measures are high, simultaneously, this means that the classification 
performance overall and the performances in all the single classes are satisfactory. We need 
to generate the intuitionistic fuzzy matrices with a satisfactory classification performance in 
each class, so we choose both measures.

We test a variety of classifiers with the 762 labeled comments as well as with the train-
ing sets and test sets, including eight traditional classifiers: support vector machines (SVM); 
k-nearest neighbor (kNN); random forest (RF), logistic regression (LR); naive Bayes (NB); 
decision tree (DT); gradient boosting decision tree (GBDT); and XGBoost. There are also 
two deep-learning classifiers: convolutional neural networks (CNN) (Chen & Tsai, 2020) and 
long short-term memory (LSTM) (Selvamuthu et al., 2019; Fazelabdolabadi, 2019). Consid-
ering that traditional classifiers require dimensionality reduction to improve performance, 
but deep learning requires sufficient dimensions to train more accurate classifiers, we use the 
following feature selection methods: document frequency (DF); information gain (IG); Gini 
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Index (GI); distinguished feature selector (DFS); expected cross entropy (ECE); chi-squared 
(CHI); odds ratio (OR); class discriminating measure (CDM); and mutual information (MI). 
The weighted log likelihood ratio (WLLR) is used for dimensionality reduction. For the deep 
learning method, we retain all features. We test 100, 200, 500, 1,000, and 2,000 features for 
10 feature selection methods for the eight traditional classifiers. One part of the performance 
of the different classifiers for the 762 labeled reviews is shown in Table 7. The complete test 
results are in the Attachment.

The test results show that, for most classifiers, the accuracy is not good enough, and 
MAvG is 0. Thus, performance for most of these classifiers is poor. Although LSTM has a 
high level of accuracy, it is not able to identify some classes that have only a few samples. 
There is only one classifier (the CNN) that has good performance; its accuracy reaches 0.97, 
and its MAvG is 0.8. Therefore, in this experiment, we ultimately decided to use CNN as 
the classifier for sentiment analysis. We use CNN to categorize all unlabeled reviews, and 
we remove reviews with the label “2”. Then, we count the pos

ijkp , ,neu
ijkp  and neg

ijkp , 1,2, ,i I= …  , 
1,2, ,j J= … , 1,2, ,k K= …  and generate the intuitionistic fuzzy decision matrices for the three 

platforms. The intuitionistic fuzzy decision matrices obtained on the three platforms – Tmall, 
jd.com, and Suning – are shown in Tables 8–10.

Table 7. Performance (partial) of different classifiers

Classifier No. of features Feature selection method Accuracy MAvG

SVM 1,000 DFS 0.746714 0
kNN 200 CHI 0.736229 0
RF 500 IG 0.749346 0
LR 500 OR 0.74803 0
NB 200 CHI 0.746721 0
DT 200 IG 0.736222 0
GBDT 1,000 IG 0.721831 0
Xgboost 500 OR 0.745405 0
CNN All Null 0.97 0.8
LSTM All Null 0.84 0

Table 8. The intuitionistic fuzzy decision matrix of Tmall

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance (0.92,0.08) (0.89,0.07) (0.89,0.09) (0.94,0.03)
Brand (0.97,0.03) (0.9,0.09) (0.85,0.11) (0.92,0.05)
Operational performance (0.94,0.06) (0.84,0.12) (0.86,0.12) (0.93,0.04)
Screen (0.97,0.03) (0.96,0.04) (0.84,0.12) (0.94,0.04)
Batteries and Duration (0.93,0.07) (0.86,0.09) (0.82,0.17) (0.89,0.04)
Function (0.95,0.05) (0.89,0.11) (0.85,0.12) (0.94,0.04)
Look and feel (0.95,0.05) (0.88,0.09) (0.84,0.14) (0.92,0.05)
Price (1.0,0.0) (0.83,0.11) (0.94,0.06) (0.93,0.05)
Gift (0.85,0.15) (0.87,0.12) (0.84,0.11) (0.98,0.02)
Hardware (0.96,0.04) (0.5,0.5) (0.87,0.1) (0.94,0.03)
Sound (0.97,0.03) (0.67,0.17) (0.94,0.03) (0.88,0.05)
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Table 9. The intuitionistic fuzzy decision matrix of jd.com

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance (0.89,0.1) (0.87,0.06) (0.83,0.08) (0.86,0.12)
Brand (0.88,0.11) (0.78,0.13) (0.84,0.09) (0.88,0.07)
Operational performance (0.9,0.1) (0.84,0.11) (0.91,0.07) (0.9,0.08)
Screen (0.87,0.12) (0.85,0.07) (0.9,0.08) (0.8,0.17)
Batteries and Duration (0.89,0.1) (0.86,0.07) (0.85,0.1) (0.79,0.16)
Function (0.87,0.11) (0.83,0.1) (0.86,0.11) (0.85,0.1)
Look and feel (0.85,0.14) (0.83,0.1) (0.82,0.13) (0.85,0.12)
Price (0.91,0.09) (0.79,0.12) (0.93,0.04) (0.88,0.09)
Gift (0.8,0.18) (0.74,0.19) (0.76,0.16) (0.86,0.09)
Hardware (0.88,0.1) (0.82,0.09) (0.86,0.11) (0.88,0.11)
Sound (0.88,0.06) (0.92,0.08) (0.92,0.08) (0.9,0.03)

Table 10. The intuitionistic fuzzy decision matrix of Suning

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance (1.0,0.0) (1.0,0.0) (1.0,0.0) (1.0,0.0)
Brand (0.98,0.02) (1.0,0.0) (0.99,0.01) (0.98,0.0)
Operational performance (0.94,0.06) (1.0,0.0) (0.96,0.0) (1.0,0.0)
Screen (0.98,0.02) (0.98,0.01) (0.98,0.02) (0.94,0.04)
Batteries and Duration (1.0,0.0) (0.99,0.01) (0.99,0.01) (0.99,0.0)
Function (0.99,0.01) (0.98,0.01) (0.97,0.03) (0.97,0.02)
Look and feel (0.96,0.02) (0.97,0.01) (0.95,0.04) (0.95,0.05)
Price (0.94,0.06) (0.97,0.03) (0.98,0.02) (0.99,0.01)
Gift (1.0,0.0) (1.0,0.0) (1.0,0.0) (1.0,0.0)
Hardware (1.0,0.0) (1.0,0.0) (1.0,0.0) (0.95,0.05)
Sound (0.96,0.04) (0.97,0.02) (0.97,0.03) (0.92,0.05)

Obviously, the intuitionistic fuzzy decision matrices for the various platforms are dif-
ferent, which confirms what we discussed in the introduction: the evaluation of products 
may differ on various platforms. Thus, the choice to use a single decision matrix for market 
structure analysis may not be wise. We try to integrate the decision matrices of different 
platforms for market structure analysis.

3.1.5. Calculating expert weights and integrating  
the decision matrix and weight decision matrix

In this section, we calculate expert weights and integrate decision and weight matrices. We 
employ the projection method mentioned in Section 3 to calculate expert weights, using the 
three weight matrices in Tables 3–5. The first step is to obtain the average weight matrix. The 
results of the average weight matrix are shown in Table 11.
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Table 11. The average weight matrix of the three weight matrices

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance 0.03 0.17 0.04 0.04
Brand 0.26 0.1 0.16 0.07
Operational performance 0.08 0.09 0.07 0.08
Screen 0.11 0.08 0.11 0.12
Batteries and Duration 0.08 0.07 0.09 0.06
Function 0.18 0.16 0.19 0.21
Look and feel 0.12 0.11 0.17 0.2
Price 0.04 0.12 0.07 0.05
Gift 0.02 0.05 0.04 0.03
Hardware 0.03 0.01 0.03 0.08
Sound 0.04 0.04 0.03 0.06

The second step is to calculate the projection of each expert weight matrix on the aver-
age weight matrix. Through calculation, we find that the projections for Tmall, jd.com, and 
Suning are 1.07, 0.99, and 0.94, respectively.

In the third step, we find that the expert weights of Tmall, jd.com, and Suning, are 0.36, 
0.33, and 0.31, respectively.

Using the expert weights, the intuitionistic fuzzy decision matrices in Tables 10–12, and 
the weighting matrices in Tables 5–7, we can obtain the integrated intuitionistic fuzzy deci-
sion matrix (as shown in Table 12) and the integrated weight matrix (Table 13).

Table 12. The integrated intuitionistic fuzzy decision matrix

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality 
performance (0.9349,0.0618) (0.9175,0.045) (0.9043,0.0588) (0.9322,0.0504)

Brand (0.9434,0.0533) (0.8914,0.0753) (0.8901,0.0724) (0.9254,0.0411)

Operational 
performance (0.9268,0.0732) (0.8896,0.0795) (0.9075,0.0663) (0.9418,0.0408)

Screen (0.9401,0.0566) (0.9299,0.0406) (0.9032,0.0758) (0.8938,0.0829)

Batteries and 
Duration (0.9385,0.0582) (0.9003,0.0586) (0.8826,0.0973) (0.888,0.0672)

Function (0.936,0.0574) (0.8981,0.0757) (0.8905,0.0888) (0.9196,0.0536)

Look and feel (0.9201,0.0704) (0.8914,0.0685) (0.8675,0.1057) (0.9062,0.0731)

Price (0.9517,0.0483) (0.8602,0.0885) (0.9491,0.041) (0.9321,0.0508)

Gift (0.88,0.1134) (0.8674,0.1059) (0.8632,0.0924) (0.9466,0.0369)

Hardware (0.946,0.0474) (0.7606,0.2097) (0.907,0.0723) (0.9233,0.0626)

Sound (0.9372,0.043) (0.8455,0.0938) (0.9427,0.0465) (0.899,0.0434)
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Table 13. The integrated weight matrix

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance 0.0338 0.1814 0.041 0.0443
Brand 0.2629 0.0973 0.1619 0.0707
Operational performance 0.0842 0.0949 0.0747 0.0852
Screen 0.1044 0.0779 0.113 0.1183
Batteries and Duration 0.0747 0.0685 0.0912 0.0585
Function 0.1829 0.1568 0.1874 0.2094
Look and feel 0.1161 0.1122 0.1662 0.202
Price 0.0417 0.1144 0.0641 0.0486
Gift 0.0238 0.0492 0.0412 0.034
Hardware 0.0299 0.0102 0.0271 0.0809
Sound 0.0358 0.0379 0.0286 0.0548

3.1.6. Generating the competitive positions of different cellphones

We use the intuitionistic fuzzy TOPSIS given in Section 2 combined with the intuitionistic 
fuzzy decision matrices of Tables 8–10 and 12 and the weight matrices of Tables 3–5 and 
Table 13 to calculate the scores and rankings of each mobile phone on both the single plat-
form and integrated decision matrices, respectively. The scores and rankings are shown in 
Table 14. We analyze the sensitivity of the integrated mobile phone market position rank-
ing results when the expert weight changes, and we find that when Tmall’s expert weights 
changes slightly (0.25 < w1 < 0.67), no matter how the expert weights for jd.com and Sun-
ing change, the integrated ranking results are consistent with the results in Table 14. This 
is because Tmall is the largest e-commerce platform in China, but it has not yet achieved 
a monopoly position. Intuitively, Tmall’s expert weight should be within the interval (0.25, 
0.67), which means that our ranking results are relatively stable.

Table 14. The scores and rankings of each mobile phone on both the single platform and integrated 
decision matrices

Cellphone Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Integrated
Score of TOPSIS 0.769 0.285 0.45 0.699
Ranking 1 4 3 2

Tmall
Score of TOPSIS 0.827 0.277 0.428 0.847
Ranking 2 4 3 1

JD
Score of TOPSIS 0.65 0.386 0.635 0.517
Ranking 1 4 2 3

Suning
Score of TOPSIS 0.498 0.749 0.591 0.405
Ranking 3 1 2 4
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3.2. Results and discussion

In this section, we discuss the experimental results, which are summarized as follows: 1) The 
weight of an attribute changes as the phone or platform changes; 2) Similar results appear in 
attribute scores; 3) The same phone ranks differently on different platforms. We discuss the 
main reasons for this result based on the differences among mobile phones and platforms.

3.2.1. Weight matrix

Tables 3–5 show the following two phenomena: 1) different phones have different attribute 
weights on the same platform. For example, the highest weight of the Huawei Mate 20 in 
Tmall is for “Brand”. However, the highest weight attribute of the Oppo Find X in Tmall 
is “Look and feel”; 2) the same mobile phone can have different weights on different plat-
forms. For example, for the Huawei Mate 20, the attribute with the highest weight in Tmall 
is “Brand”, but it is “Screen” in Suning.

We analyze the first phenomenon, recognizing that people pay more attention to the 
attributes of mobile phone brands that have obvious advantages or disadvantages. For ex-
ample, for the four mobile phones on Tmall, consider the attribute of “Brand”, which may 
be related to Chinese culture. The Huawei Mate 20 and the Mi MIX 3 have always been 
representative of domestic mobile phones, with Huawei especially being the benchmark for 
affordable domestic mobile phones. Some extreme netizens have even issued slogans that the 
Chinese must buy a Huawei phone or be considered unpatriotic. In other words, its brand 
recognition in China is very high. Thus, “Brand” for the Huawei Mate 20 and the Mi MIX 3  
has a higher weight than for the iPhone X or the Oppo Find X. Although the Oppo Find X  
is also a domestic mobile phone, its reputation has not been favorable for a long time. It 
is considered a high-priced, low-profile mobile phone; thus, its brand is at a disadvantage. 
The iPhone X is an Apple phone, and Apple has world-class influence. However, it is not a 
domestic mobile phone, and in the past two years, the company’s word-of-mouth reputation 
has declined for various reasons.

The second phenomenon may be related to the way reviews are conducted on these plat-
forms. For example, let us consider “Brand” in this case, too. For the Huawei Mate 20, the 
values of the weights are different on Tmall and jd.com. However, on both platforms, “Brand” 
is the attribute with the highest weight. On Suning, the weight for “Brand” ranks third among 
all attributes for this phone. The difference between the reviews on Suning versus those for 
Tmall and jd.com is that the former has label reviews, while the latter two do not. On Sun-
ing, consumers can select labels such as “system fluency” in their reviews. In other words, 
a wide variety of opinions can be expressed via these label reviews, which can be directly 
selected (e.g., via a mouse click) without the consumer having to input their own text. Thus, 
the option in Suning to express opinions via label reviews may have resulted in reduced 
textual content in the first and additional Suning reviews compared to those for Tmall and 
jd.com. Furthermore, there is not an option such as “Huawei is outstanding” referring to a 
particular brand in Suning’s label reviews. This means that a reduction in textual content in 
the first and additional Suning reviews would lower the weight for “Brand” compared to the 
weight in the other two platforms. In sum, for Suning, the document frequency and weight 
for “Brand” are lower than in the other platforms because of the way weight is calculated.
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3.2.2. Decision matrix

Tables 8–10 demonstrate a phenomenon similar to the one for the weight matrix: 1) different 
phones have different attributes on the same platform, which is a common phenomenon; 2) 
the same mobile phone attribute has different fuzzy numbers across platforms. For example, 
the intuitionistic fuzzy number of the attribute “Brand” for the Huawei Mate 20 on Tmall 
is (0.97, 0.03) but only (0.88, 0.11) on jd.com. This means the attribute of “Brand” for the 
Huawei Mate 20 performs much worse on jd.com, verifying that different attribute scores 
are possible for the same product across different platforms. In addition, another phenom-
enon captures our attention: an attribute with a high weight does not necessarily have a high 
fuzzy number. As shown in Tables 5 and 10, the attribute “Brand” of the Mi Mix 3 on Tmall 
has a weight of 0.19, which is a high weight, but the fuzzy number of the attribute is (0.85, 
0.11), which is poor. This may be because Xiaomi’s innovation abilities and long-term cost 
advantages have enhanced its brand. However, Xiaomi’s more recent products have been 
disappointing. For example, domestic mobile phone manufacturers have improved their pro-
cesses over time, and there are now many companies with innovation capabilities that surpass 
Xiaomi’s. Xiaomi still has a cost advantage, but this also means that it has to keep its costs 
low to sustain its profits. This pressure has led to quality control challenges and the failure of 
its mobile phones to keep up with consumer demand for high quality. This challenge coupled 
with the problem of long-standing low supply means that Xiaomi’s brand performance is now 
waning in the eyes of customers.

3.2.3. Scores and rankings in the market structure analysis

Table 14 shows the results of scores and rankings for the integrated and individual platforms 
before integration. Evidently, market structure analysis results for the various phones and 
brands on different platforms differ, confirming our speculation in the introduction. For 
example, the iPhone X has the lowest position in Tmall and jd.com, but it has the highest 
position on Suning. Once again, this shows that relying on just one platform may lead to 
inaccurate results. The cross-platform approach enables the integration of similar content 
from different platforms to achieve complementary results and to better reflect consumer 
perceptions of the brand.

More specifically, the cross-platform market structure analysis has advantages over the 
single platform method in the following two ways. First, cross-platform analysis incorpo-
rates more reviews than single-platform analysis, and market analysis results from a suf-
ficient number of reviews tend to be more statistically significant. In our experiment, the 
mobile phone products we selected have a sufficient number of reviews. However, platforms 
generally do not publish all reviews, and the number of reviews published by the platforms 
may differ. In addition, the anti-crawl mechanism limits the number of reviews that can be 
automatically obtained; thus, the number of obtainable reviews may not be very high. For 
niche products, total reviews will be lower, simply because these products are reviewed less 
frequently. Through a cross-platform approach, one can gain access to more reviews, thus 
avoiding these problems.

Second, content from different platforms can be complementary, which does not happen 
with a single platform. The way people submit reviews on different platforms is limited by 
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the platform mechanism. For example, in Tmall and jd.com, people can only use the first and 
additional reviews for textual reviews. In contrast, on Suning, people can also submit label 
reviews by directly selecting from a range of phrases. These two ways of reviewing products 
focus the reviews in different ways. For Tmall and jd.com, which do not have label reviews, 
people can only type words to describe satisfaction or dissatisfaction with the product attri-
butes. When words are limited by the platform, people only review the attributes they really 
care about (such as the major advantages and disadvantages of a product) instead of wasting 
words describing minor attributes that do not really affect them. On Suning, label reviews 
allow reviewers to reduce unnecessary textual descriptions and choose directly from a wide 
range of phrases, producing a more comprehensive description of product attributes than 
on Tmall or jd.com. At the same time, because of reduced content in the first and additional 
reviews in Suning, it may be more difficult to identify the reviewer’s focus. Thus, reviews on 
Tmall and jd.com might not be as comprehensive, but they may be more focused, whereas 
in Suning, the reviews may be more comprehensive but not as focused. This difference is 
reflected in Tables 10–12 and Table 16. In Tables 10–12, we find that the fuzzy numbers of 
Tmall and jd.com are similar to each other but differ greatly from Suning. Moreover, the 
proportion of negative reviews is higher on Tmall and jd.com than on Suning. In Table 16, 
product ranking results also show a similar phenomenon: the ranking results on Tmall and 
jd.com are similar to each other but quite different from those on Suning.

Based on these two advantages, we believe that the cross-platform market structure analy-
sis of product reviews is preferable to single-platform market structure analysis.

4. A process to generate the priorities of product attribute improvements

In this section, to make full use of the research and improve the contribution of this paper, 
we propose a process to generate priorities for product improvement based on cross-platform 
market structure analysis. As we all know, product development depends on market demand. 
Consumers have different levels of satisfaction, and they pay attention to different attributes. 
Through cross-platform market structure analysis, we can obtain integrated decision and 
weight matrices of products that are based on multiple platforms. These are assumed to re-
flect the broader market’s attention to and satisfaction with different attributes of products. 
Thus, we can identify the advantages and disadvantages of different products based on these 
two matrices and then develop product improvement strategies (see Figure 2). Our idea of 
product improvement is very simple: calculate the relative distance between the product 
attribute and the ideal solution attribute and determine the priority for product-attribute 
improvement based on the relative distance. We only obtain the attribute scores and weights, 
and each attribute incorporates significant content. Therefore, we cannot determine the spe-
cific nature of the improvement, but we can at least identify which attributes the enterprise 
should focus on first in its product-improvement initiatives. The detailed steps to generate a 
product improvement strategy are as follows:

Step 1. Obtain the integrated decision matrix and integrated weight matrix using the cross-
platform market structure analysis method.
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Step 2. Obtain the positive ideal solutions by the integrated decision and weight matrices 
and intuitionistic fuzzy TOPSIS.

Step 3. Calculate the relative distance between each product attribute and its ideal solution 
attribute. The relative distance is as follows:

* * * * ** max minjk jk jk jk jk jkjj
d w v v

 
= µ − µ + − 

 
.

Step 4. Prioritize product attributes based on the distances (i.e., the greatest distance would 
be assigned the highest priority, etc.)

For example, we directly use the results of the Section 4 experiment to calculate the dis-
tances. In section 3, we obtain the integrated decision and weight matrices of the four mobile 
phones, as shown in Tables 12 and 13. Then, we can obtain the positive ideal solution, as 
shown in Table 15.

Next, we can calculate the relative distance by the function in Step 3. The relative dis-
tances for each attribute are shown in Table 16.

Figure 2. The process to generate the product-improvement strategy
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Table 15. The positive ideal solution

positive ideal solution

Totality performance (0.9349,0.045)
Brand (0.9434,0.0411)
Operational performance (0.9418,0.0408)
Screen (0.9401,0.0406)
Batteries and duration (0.9385,0.0582)
Function (0.936,0.0536)
Look and feel (0.9201,0.0685)
Price (0.9517,0.041)
Gift (0.9466,0.0369)
Hardware (0.946,0.0474)
Sound (0.9427,0.043)

Table 16. The relative distance

Huawei Mate 20 iPhone X Mi MIX 3 Oppo Find X

Totality performance 0.000568 0.003156 0.00182 0.000359
Brand 0.003207 0.008387 0.013697 0.001273
Operational performance 0.003991 0.008626 0.004467 0
Screen 0.00167 0.000795 0.008147 0.010481
Batteries and duration 0 0.002644 0.008664 0.003481
Function 0.000695 0.009408 0.015123 0.003434
Look and feel 0.000221 0.00322 0.014925 0.003737
Price 0.000304 0.015902 0.000167 0.001429
Gift 0.003406 0.007291 0.005723 0
Hardware 0 0.003547 0.001732 0.003066
Sound 0.000197 0.005609 0.0001 0.002417

From Table 16, we can assign priorities for attribute improvement of the four mobile 
phones. For Huawei Mate 20, the three attributes that most need improvement are operation-
al performance, gift, and brand. For iPhone X, the three attributes that most need improve-
ment are price, function, and operational performance. For Mi Mix 3, the three attributes 
that most need improvement are function, look and feel, and brand; and for Oppo Find X, 
the three attributes that most need improvement are screen, look and feel, and batteries and 
duration. This example shows the effectiveness of our approach for identifying priorities for 
product-attribute improvements. In addition, we found that the relative distances of all at-
tributes of Huawei Mate 20 are relatively small. The maximum relative distance of Huawei 
Mate 20 is only 0.003991, which is far less than 0.015902 of iPhone X, 0.015123 of Mi Mix 
3 and 0.010481 of Oppo Find X. This means that Huawei Mate 20 is more perfect than the 
other three mobile phones, which further verifies the results in section 4.
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Being able to prioritize product-attribute improvements could help companies focus their 
product-development efforts and improve their products’ reputations. Unfortunately, our 
method does not provide a way to specify improvement measures; it only assigns priorities. 
Thus, we cannot predict the cost of improving a product. In other words, there is no way 
to know how much to invest to improve various product attributes and thus, maximize the 
score of the product.

Conclusions

In the past, market structure analyses using text mining have been based on a single plat-
form, and the results of these analyses may have been affected by the number of reviews 
and the manner in which the reviews were submitted. Thus, the results may not have fully 
reflected consumers’ perceptions of products. To solve this problem, this study proposes a 
cross-platform market structure analysis method using online product reviews. Compared 
with previous studies, our method incorporates group decision making to make full use of 
the emotional content in the reviews, and it can integrate consumer opinions that are dis-
tributed across multiple platforms. Through this integration, content from different platforms 
becomes complementary, and a more comprehensive result is obtained. We use the proposed 
method to study the Chinese mobile phone market, selecting four representative mobile 
phones and three of the biggest e-commerce platforms. Then, we conduct market structure 
analysis tests across these platforms. The results prove the effectiveness of our proposed 
method. To make full use of all our research and thereby strengthen this paper’s contribu-
tion, we also propose a process to generate priorities for product improvement. We provide 
an example to demonstrate the effectiveness of this process.

Although our method makes satisfactory use of the emotional content of reviews and 
integrates the content of reviews across multiple platforms, it has the following limitations. 
First, it assumes that the emotional tendency of an attribute is consistent with the emotional 
tendency of the comment that contains the attribute, which may lead to misjudgments about 
attribute sentiment in some reviews. Second, to simplify the proposed method, our research 
does not consider the dynamics of the market nor the timeliness of the reviews. Third, the 
products we choose are mobile phones, which are search goods with relatively clear prod-
uct attributes. For experience goods, attributes are more difficult to extract, and perhaps 
our method would not be effective for determining the market structure for such products. 
Fourth, the proposed process for generating priorities for product-attribute improvements 
can only provide priorities. It cannot specify how to improve product attributes or predict 
the costs of doing so. In addition, we have only briefly discussed differences in market struc-
ture analysis results for reviews on different platforms, and we did not delve deeply into the 
reasons for these differences. 

To improve upon the current method, subsequent research might do the following: 1) Use 
a method for sentiment analysis that is superior to the one used in this study; 2) More fully 
consider the dynamics of the market and the timeliness of reviews; 3) Explore solutions for 
products without clear product attributes; and 4) Propose new methods for arriving at spe-
cific product-improvement strategies and determining the costs of the product improvement.
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