MODELING AND SIMULATION FOR SUPPLY CHAIN FINANCE UNDER UNCERTAIN ENVIRONMENT

Wei JIN¹, Chengfu WANG*²

¹School of Finance, Zhejiang University of Finance and Economics, Hangzhou, 310018, China
²School of Information, Zhejiang University of Finance and Economics Dongfang College, Haining, 314408, China

Received 28 February 2019; accepted 08 January 2020

Abstract. This paper studies the role of factoring in a bilateral supply chain, where both the supplier and retailer are financially constrained. Applying the stylized Stackelberg game, we analytically present that the supplier’s capital shortage limits the advantage of trade credit provided to the retailer. To overcome this limitation, we design a hybrid strategy composing of trade credit and factoring, and then investigate how the supplier uses factoring strategy to achieve the best performance. Analytical and numerical results show that: (1) each supply chain partner can benefit from factoring, and the benefits depend on operational and financial characteristics; (2) in a fairly priced factoring market, bankruptcy costs reduce the benefits of factoring, but does not change the dominance of full factoring; (3) in a strategically priced factoring market, partial factoring may dominate full factoring. Managerially, our study implies that a supplier may benefit from dividing his accounts receivable when facing a factor with a strong pricing ability.
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Introduction

As a short-time financing method extended from suppliers to their buyers, trade credit is widely adopted in business practice. Offering trade credit may be a way to boost sales, but many small suppliers find it hard to efficiently supply their buyers, since offering trade credit occupies their limited working capital. Such inefficiency eventually makes a detrimental effect on the profitability and competitiveness of the whole supply chain. To address the problem, some suppliers in practice are employing the factoring scheme, in which firms sell their accounts receivable (AR) to a factor at a discount for immediate cash. On the other hand, the factor collects the payment from the buyer when the credit is due.
Indeed, factoring is an attractive tool to raise working capital for many small firms, especially when banks have tightened up cash supply. We take the manufacture of clothing in the textile industry as an example (see Kiisel, 2013). According to the convention of this industry, clothing manufacturers often wait a long time to collect the payment from the department store chains. To mitigate the cash flow issues during the waiting time, these manufacturers generally turn to factors to handle their AR. Factors, after deducting interest and fees, pay the manufacturers a portion of AR immediately. However, despite the wide usage of factoring, we also notice that some small firms hesitate to factor their AR. Hence, several important questions arise. (1) Does a capital-constrained supplier always have an incentive to factor AR? If so, how to sell AR, partially or fully? (2) How do supply chain firms make the joint operational and financing decisions when factoring is incorporated into trade credit? (3) Whether the incorporation of factoring can enhance supply chain performance as well as the financing efficiency of trade credit.

To address such questions, we use a stylized supply chain model in which a supplier sells to a retailer facing uncertain demand. The retailer runs into financial difficulty and has to delay payment to the end of selling season (in other words, the retailer utilizes trade credit to finance inventory). On the other hand, the supplier is endowed with limited capital, which may be insufficient to support optimal production. To mitigate capital constraint, the supplier can sell his AR to a factor for immediate cash. The factoring is priced fairly or strategically, depending on the competition type of factoring market. For example, the fairly pricing scheme is valid for a completely competitive market and the strategically pricing scheme exists in the monopoly factoring market. Based on the ways of factoring, we consider three financing strategies.

- **Single trade credit (STC):** The retailer uses trade credit provided by the supplier, whereas the supplier only uses internal capital to support production.
- **Hybrid strategy with full factoring (HFF):** The supplier extends trade credit to the retailer, and sells the whole AR to a factor. When the credit is due, the retailer pay obligations to the factor based on limited-liability principle.
- **Hybrid strategy with partial factoring (HPF):** The supplier extends trade credit to the retailer, and sells a portion of AR to a factor. To better understand the role of factoring, we assume that the supplier’s AR to be divisible. This is attainable through securitizing the supplier’s AR. Under HPF, we allow the arbitrary allocation of the retailer’s credit risk.

Our work contributes to the literature in two aspects. First, we propose theoretical models to capture the role of factoring in enhancing supply chain performance, and particularly investigate how the supplier divides AR to achieve the best performance. Second, we extend the analysis by allowing the factoring market to be imperfect and examine how the bankruptcy cost and the factor’s financing ability influence the choice of financing strategy. The main findings are as follows. The hybrid strategy with factoring indeed serves as a powerful tool to improve cash flows of the supply chain, and creates value for supply chain partners. In addition, the benefits of factoring critically depend on operational and financial characteristics, such as the bankruptcy costs, supply chain capital level and the factor’s pricing ability. Furthermore, the divisibility of the supplier’s AR may be needed, especially when the factor has a strong pricing ability.
1. Literature review

Our work fits in supply chain finance (SCF) and is closely related to two streams of literature: external financing and trade credit.

First, there is an extensive literature on supply chain external financing, among which bank credit has been recognized as the main one of external financing. Within bank credit literature, a number of papers investigate the joint operational and financing decisions, including Buzacott and Zhang (2004), Dada and Hu (2008), Kouvelis and Zhao (2011), Gong et al. (2014), Lin and Xiao (2018). Some of the results in these papers show that firms’ financial considerations are particularly important for operational decisions. Specifically, some factors (such as agency issues, bankruptcy costs, information asymmetry) make operational and financing decisions interact in different ways. Recently, a few papers have begun to examine external credit from e-commerce platform (e.g., Chen & Zhang, 2019; Wang et al., 2019), or the combination of bank loan and other credit (e.g., Jin et al., 2018; Huang et al., 2019; Lu et al., 2019).

Earlier research on factoring focuses on empirical studies. For example, several studies (e.g., Mian & Smith, 1992; Sopranzetti, 1998; Klapper, 2006; Do, 2018, etc) have explored the mechanism or value of factoring strategy in financing small and medium enterprises. Soufanis (2002) empirically finds that factoring serves as a source of finance for working capital and is not universally available. Recently, some researchers in operation management have begun to investigate the role of factoring within a supply chain setting. Among them, Montibeller et al. (2007) design a method for factoring company to evaluate the relevant risk of buying AR. With the assumption of constant demand, Li and Gu (2018) compare two factoring schemes from the perspectives of a capital-constrained firm and the factors. Differing from the existing factoring work, we study the role of factoring in enhancing supply chain performance under demand uncertainty. More importantly, the factoring in our model is allowed to be separated, which is prevalent in practice in the form of securitization but not considered in operations management (OM) research.

Second, the research on trade credit is extensive. A thorough literature review can be found in Seifert et al. (2013). We restrict our attention on the role of trade credit in inventory financing. In this area, Zhou et al. (2015) show a capital-constrained retailer’s optimal policy under a partial trade credit. Chod (2016) illustrates trade credit financing under the scenario that a financially constrained retailer procures inventory of two products. Most recently, Zhan et al. (2019) design an adjusted trade credit contract for a supply chain with a financially constrained retailer. Chod et al. (2019) present that the competition among suppliers could lead to free rider problem and affect supplier’s willingness to provide trade credit. Li et al. (2019) use a heuristic algorithm to determine trade credit terms in multi-stage setting. By building a trade credit model with an opportunistic retailer, Zha et al. (2019) investigate how trade credit contract coordinates supply chain, with or without information symmetry. Most of the above papers assume the supplier in trade credit financing to be big-sized, and hence can obtain additional earnings by asking interest rate. However, this paper is based on the context that a small supplier is capital-constrained and finances his production through selling his AR.
This paper is closed related to Kouvelis and Zhao (2012, 2018) and Yang and Birge (2017). Kouvelis and Zhao (2012) establish the optimal trade credit contract for a supplier selling to capital-constrained retailer, under which the supplier fully finances the retailer using exclusive trade credit. Further, Kouvelis and Zhao (2018) argue that the optimal financing solution needs adjustment when the supplier’s credit rating is taken into account. They find that the supplier with low credit rating will induce the retailer to use the mixture of trade credit and bank loan. Yang and Birge (2017) consider the impact of bankruptcy costs on the design of optimal trade credit contract and the retailer’s financing structure. Motivated by the three papers, we also investigate the issues of trade credit and bankruptcy costs, but have different problem scenarios and results. First, we focus on the scenario that the retailer is restricted or not willing to access bank loan, and the supplier sells his AR to finance the supply chain. We explore how the supplier divides his AR to attain the best performance. Second, we consider the strategic factoring pricing and find that the factor’s pricing ability acts as a driven factor to affect the division of AR and the retailer’s financing structure.

2. Notation and assumptions

**Market:** Consider a dyadic supply chain consisting of one supplier (“he”) and one retailer (“she”), where both firms are small-sized. The retailer purchases $q$ unit product from the supplier at a wholesale price $w$ prior to the selling season. The demand $X$ during the selling season is uncertain, with a density function $f(x)$ and a cumulative distribution function $F(x)$. Let $g(x) = xh(x)$ be the generalized failure rate of the demand $X$, where $h(x) = f(x)/F(x)$ is the failure rate. As in Lariviere and Porteous (2001), we assume that the demand distribution has an increasing failure rate property. The product we consider is perishable and has no salvage value at the end of selling season. To simplify the exposition, the penalty cost for the unsatisfied demand is ignored and the risk-free rate is normalized to zero. The retail price is normalized to 1 for brevity. The notation throughout this paper are summarized in Table 1.

**Trade credit:** The supplier and retailer are endowed with limited capital level $B_S$ and $B_R$, respectively. The retailer’s capital level is assumed to be insufficient to support the desired procurement. This retailer uses trade credit to mitigate capital constraint. We assume that the trade credit extended to the retailer has no deferred cost, which is the business standard in some industries with intense competition (Peura et al., 2017). The supplier may suffer capital constraint because of the retailer’s delay payment. The hybrid of trade credit and factoring can be used to alleviate the supplier’s and retailer’s capital restrictions. Specifically, the retailer uses trade credit provided by the supplier, and the latter sells his account receivable (AR) fully or partially at a discount to a factor for immediate cash.

**Factoring Policy:** Throughout this paper, we focus on the factoring without recourse. We introduce a parameter $\alpha \in [0, 1]$ to specify the factoring ratio of the AR. Three types of factoring arise based on the value of $\alpha$: no factoring, partial factoring and full factoring. Correspondingly, there exist three kinds of financing strategies. Under the single trade credit strategy ($\alpha = 0$), the supplier has double roles, namely, product seller and creditor. Under the hybrid strategy with full factoring ($\alpha = 1$), the supplier only acts as a product seller. Under the hybrid strategy with partial factoring ($\alpha \in (0, 1)$), the supplier also has double roles, but shares the retailer’s credit risk with a factor.
Table 1. Summary of notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_S$</td>
<td>supplier’s initial capital level</td>
</tr>
<tr>
<td>$B_R$</td>
<td>retailer’s initial capital level</td>
</tr>
<tr>
<td>$c$</td>
<td>supplier’s marginal production cost</td>
</tr>
<tr>
<td>$w$</td>
<td>wholesale price set by the supplier</td>
</tr>
<tr>
<td>$q$</td>
<td>retailer’s order quantity</td>
</tr>
<tr>
<td>$\delta$</td>
<td>price discount rate set by the factor, $\delta \in [0.1]$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>factoring ratio of the supplier’s accounts receivable</td>
</tr>
<tr>
<td>$X$</td>
<td>market demand</td>
</tr>
<tr>
<td>$f(\cdot)$</td>
<td>probability density function of the demand distribution</td>
</tr>
<tr>
<td>$F(\cdot)$</td>
<td>cumulative distribution function of the demand distribution</td>
</tr>
<tr>
<td>$F(\cdot)$</td>
<td>complementary cumulative distribution function of the demand distribution</td>
</tr>
<tr>
<td>$y_i$</td>
<td>trade credit size/amount with and without factoring strategy, where $i = 0.1$</td>
</tr>
<tr>
<td>$\mathbb{E}(\cdot)$</td>
<td>expectation operator</td>
</tr>
<tr>
<td>$\pi_i^R$</td>
<td>retailer’s expected profit</td>
</tr>
<tr>
<td>$\pi_i^S$</td>
<td>supplier’s expected profit</td>
</tr>
</tbody>
</table>

**Limited liability assumption:** Following the convention in some operations-finance literature (see Kouvelis & Zhao, 2012), we assume that the retailer has limited liability and only uses sales revenue to repay her obligations. Thus, the retailer defaults the remaining debt if her sales revenue is unable to cover the obligation. In addition, we suppose that the retailer uses trade credit extended by the supplier without interest rate, which has been examined empirically and theoretically (Giannetti et al., 2011; Kouvelis & Zhao, 2012).

**Fairly priced factoring assumption:** Assume that the factoring is fairly priced, i.e., the factor is in a fully competitive factoring market. Under this assumption, the factor’s operational purpose is to break even. This assumption allows us to focus on the interactions between trade credit and factoring without introducing additional complexity. Section 5 relaxes this assumption and discusses the scenario that the factoring is priced strategically.

**Sequence of events:** The supplier and retailer play a Stackelberg game, where the supplier acts as the leader and the retailer acts as the follower. (1) At the beginning of selling season, the supplier offers a wholesale price $w$ to the retailer, who then procures a quantity of $q > 0$, and pays $B_R$ immediately. The supplier then has an accounts receivable (AR) with value of $wq - B_R$. He sells a portion (or the whole) of his AR to a factor at a discount rate $\delta$. (2) At the end of selling season, the retailer reaps sales revenue and repays the credit to the both of the factor and supplier (or only the factor), depending on the factoring ratio. Figure 1 illustrates the sequence of events.

In this paper, we focus on investigating whether and how the supplier uses factoring policy when trade credit is adopted. The following mathematical symbol and operations are used throughout this paper: $[a]^+ = \max(0,a)$, $[a - b]^+ = a - \min(a,b)$ for any $a, b \in \mathbb{R}$. 
3. Single trade credit strategy

In this section, a benchmark scenario with no factoring is considered. The capital-constrained retailer uses the trade credit extended by the supplier, while the latter only uses his internal capital as well as the prepayment from the retailer to support production. Recall that the supplier and retailer play a Stackelberg game, we thus adopt backward induction to solve the optimal decisions.

First, we analyze the retailer’s decision. At the beginning of the production, the retailer orders a quantity of \( q_0 \) from the supplier. Due to capital constraints problem, she only pays an amount of \( B_R \) to the supplier and delays the amount of \( w_0q_0 - B_R \) to the end of selling season. Thus, the retailer’s optimization problem can be formulated as:

\[
\max_{q_0} \pi^R_{00} \left( q_0 \right) = S(\epsilon) - \left( w_0q_0 - B_R \right)^+ - B_R, \tag{1}
\]

subject to \( q_0 > 0 \). \( \pi^R_{00} \) represents the retailer’s sales revenue at the end of selling season. Based on the limited-liability assumption, the retailer’s gains after paying liability (i.e. the remaining amount of the payment to the supplier) should be \( \left[ S(q_0) - \left( w_0q_0 - B_R \right) \right]^+ \). In other words, if the realized demand is sufficient high, the retailer can fully repay the debt, and her remaining gains after payment are \( S(q_0) - \left( w_0q_0 - B_R \right) \); otherwise, she defaults and all realized revenues are transferred to the supplier. Thus, in default case, the retailer obtains nothing. Constraint (2) reflects that trade credit is adopted by the retailer.

**Proposition 1.** Given the wholesale price \( w_0 \), (1) the retailer’s order quantity denoted by \( q_0 \) is determined by the following equation,

\[
\bar{F}(q_0) = w_0 \bar{F}(w_0q_0 - B_R). \tag{3}
\]

(2) \( q_0 \) decreases with \( w_0 \) and \( B_R \).

Next, we consider the optimal wholesale price decision. In anticipation of the retailer’s response function \( q_0 \left( w_0 \right) \), the supplier determines the wholesale price to maximize his expected profit given as follows.

\[
\pi^S_{00} \left( w_0 \right) = \mathbb{E} \left[ \min \left( S(q_0), \left( w_0q_0 - B_R \right) \right) \right] + B_R - cq_0, \tag{4}
\]

subject to \( cq_0 \leq B_R + B_S \) (supply chain capital constraint).
The supplier’s expected profit includes three parts. The first part \( \min(S(q_0), w_0q_0 - B_R) \) is the cash flow obtained from the retailer at the end of selling season. In other words, the supplier obtains \( w_0q_0 - B_R \) when the retailer can fully repay liability; otherwise, the retailer defaults and the supplier only obtains \( S(q_0) \). The second term \( B_r \) is the payment from the retailer at the beginning of selling season. The third term \( cq_0 \) is the production costs. Considering that the value of the first term may be sufficiently small, the supplier thus suffers risk of getting negative profit. Hence, the supplier need to price appropriately by trading off the profit and the underlying risk.

In the following analysis, we denote \( (w^N, q^N) \) as the solutions to Eq. (5),

\[
\begin{align*}
\begin{cases}
\bar{F}(q_0)[1 - g(q_0)] = c[1 - w_0q_0h(y_0)], \\
\bar{F}(q_0) = w_0\bar{F}(y_0),
\end{cases}
\end{align*}
\]

where \( g(q_0) = \frac{q_0f(q_0)}{\bar{F}(q_0)} \) and \( h(y_0) = \frac{f(y_0)}{\bar{F}(y_0)} \). Then, we have Proposition 2.

**Proposition 2.** Let \( \bar{q} = (B_s + B_R)/c \), there exists a boundary line \( \bar{B}_S(B_R) \equiv cq^N - B_R \) such that, (1) the optimal operational decisions are \( (w^*_0, q^*_0) = (w^N, q^N) \) when \( B_s \geq \bar{B}_S(B_R) \); (2) otherwise, \( (w^*_0, q^*_0) = (\bar{w}, \bar{q}) \), where \( \bar{w} = \frac{\bar{F}(\bar{q})}{\bar{F}(\bar{w}q - B_R)} \) is the optimal wholesale price when supply chain capital constraint is binding.

In Proposition 2, \( \bar{B}_S(B_R) \) defines the supplier’s boundary between being capital-constrained and being capital-unconstrained. The supplier’s capital is sufficient to support the optimal production quantity \( q^N \) when \( B_s \geq \bar{B}_S(B_R) \). However, the supplier is subject to capital constraints when \( B_s < \bar{B}_S(B_R) \). Define the financing ability of trade credit as the ratio of realized trade credit size to the optimal trade credit size. Clearly, the supplier only produces the quantity of \( (B_s + B_R)/c \) if the supplier suffers capital constraints. As a result, the financing ability of trade credit is reduced.

4. Hybrid strategy with factoring
4.1. Joint operational and financing decisions

In this section, we analyze a hybrid strategy with factoring, under which the supplier provides trade credit to the retailer and simultaneously sells AR partially or fully to a factor. Define \( \alpha \in (0.1] \) as the factoring ratio of AR and \( y_1 \) as the total value of AR. Then, the retailer owes \( \alpha y_1 \) to the factor and \( (1 - \alpha) y_1 \) to the supplier. In essence, the parameter \( \alpha \) measures how the demand risk is allocated between the supplier and the factor.

First, we consider the retailer’s optimization problem. Given the wholesale price set by the supplier, the retailer decides the order quantity by solving the following optimization problem:

\[
\max_{q_1} \pi^R(q_1) = \mathbb{E}[S(q_1) - y_1^+] - B_R.
\]  

(6)

Above, \( S(q_1) = 1 \cdot \min(X, q_1) \) represents the retailer’s sales revenue under factoring scenario. Clearly, the retailer’s expected profit, as well as the resulting response function is not impacted by the factoring ratio.
Next, we focus on the supplier’s optimization problem. The supplier’s revenue includes three parts: (i) upfront payment from the retailer \((B_R)\); (ii) upfront payment from the factor \((1-\delta)\alpha y_1\); (iii) delay payment from the retailer. Similar as Yang and Birge (2017), we assume that external credit (i.e., the credit from factor in this paper) is senior to internal credit (i.e., the credit from the supplier) when the retailer defaults. Therefore, the third part can be summarized as follows:

\[
\text{Delay payment part} = \begin{cases} 
0, & X < \alpha y_1 \\
1 \cdot X - \alpha y_1, & \alpha y_1 \leq X < y_1 \\
(1-\alpha) y_1, & X \geq y_1
\end{cases}
\]  

(7)

Mathematically, the delay payment part can be rewritten as \([1 \cdot \min(X, y_1) - \alpha y_1]^+\). Then, the supplier’s optimization problem can be formulated as:

\[
\max_{w_i} \pi^s_i(w_i) = (1-\delta)\alpha y_1 + B_R - cq_1 + \mathbb{E}[1 \cdot \min(X, y_1) - \alpha y_1]^+
\]

s. t. \(cq_1 \leq B_s + B_R + (1-\delta)\alpha y_1\), (supply chain capital constraint);

\[
\mathbb{E}[\min(S(q_1), \alpha y_1)] = (1-\delta)\alpha y_1. \quad \text{(fairly factoring pricing equation)}.
\]  

(9)

Constraint (8) represents that the supplier’s upfront payment plus internal capital should cover his production costs. Eq. (9) represents the factors’ break-even condition under the scenario with partial factoring, where \(\min(S(q_1), \alpha y_1)\) is the factor’s revenue at the end of selling season. After simplification, we obtain the optimal decisions when factoring is adopted.

**Proposition 3.** Given \(B_s < \bar{B}_s(B_R)\) and a factoring ratio \(\alpha \in (0,1]\), there exists a unique factoring threshold \(\bar{\alpha}(B_s, B_R) > 0\) that solves the equation \(\bar{B}_s(B_R) - B_s = \int_0^\infty (w^N q^N - B_R) F(x)dx\).

1. the optimal operational decisions are \((w_i^*, q_1^*) = (w^N, q^N)\) when \(\alpha \geq \bar{\alpha}(B_s, B_R)\); otherwise, \((w_i^*, q_1^*) = (\bar{w}_\alpha, \bar{q}_\alpha)\), where \(\bar{q}_\alpha = \left(\frac{B_s + B_R + \int_0^{a(\bar{w}_\alpha, \bar{q}_\alpha) - B_R} F(x)dx}{c}\right) / c\) and \(\bar{w}_\alpha = F(\bar{q}_\alpha) / F(\bar{w}_\alpha) - B_R\);

2. the optimal discount rate is \(\delta^*_1 = 1 - \int_0^{\alpha y'_1} F(x)dx / \alpha y_1^\prime\), where \(y_1^\prime = w_i^* q_1^* - B_R\) is the value of AR.

As stated in Proposition 3, the division of the supplier’s AR exhibits a threshold effect. More specifically, when the factoring ratio is fairly low (i.e., \(\alpha < \bar{\alpha}(B_s, B_R)\)), the supplier’s capital still limits the operational decisions. However, when the factoring ratio is relatively high (i.e., \(\alpha \geq \bar{\alpha}(B_s, B_R)\)), the supplier’s capital constraints do not bind and hence the retailer can order the quantity of \(q^N\). In this case, the factoring ratio does not have any impact on the optimal operational decisions, as well as the supply chain profits. For the threshold value \(\bar{\alpha}(B_s, B_R)\), it can be shown that \(\partial \bar{\alpha}(B_s, B_R) / \partial B_s < 0\) and \(\partial \bar{\alpha}(B_s, B_R) / \partial B_R < 0\). This means that a smaller factoring ratio of AR is required to support the capital-unconstrained operations as the supply chain has higher capital level.

In the subsequent analysis, we first consider analytical properties regarding to the optimal decisions and supply chain performance for the case of \(\bar{\alpha}(B_s, B_R) \leq \epsilon\), which corresponds to the practical scenario that the supply chain is slightly capital-constrained.
Proposition 4 (Impact of the factoring ratio $\alpha$). For a slightly capital-constrained supply chain (i.e., $\bar{\alpha}(B_S, B_R) \leq c$), (1) when $\alpha \geq \bar{\alpha}(B_S, B_R)$, the optimal production quantity and wholesale price, as well as the supplier’s and retailer’s expected profits keep constant, whereas the optimal discount rate increases with $\alpha$; (2) when $\alpha < \bar{\alpha}(B_S, B_R)$, the optimal production quantity and discount rate, as well as the supplier’s and retailer’s expected profits increase with $\alpha$, whereas the optimal wholesale price decreases with $\alpha$.

Analytical results from Proposition 4 states that the supplier is able to use factoring strategy to finance the whole supply chain and improve each partner’s performance. In essence, factoring ratio $\alpha$ reflects the risk sharing ratio that the factor bears. Higher $\alpha$ means that the supplier transfers more risk to the factor. In turn, the factor charges a higher financing rate (or equivalently, a higher discount rate). Intuitively, the supplier may divide AR to reduce financing costs when he has low capital requirement. Proposition 4 implies that the supplier with small financing needs cannot benefit from dividing AR. We give more specific discussions on this point in subsection 4.2, please see Corollaries 1 and 2.

For the case of $\bar{\alpha}(B_S, B_R) > c$, i.e., the supply chain is heavily short of capital, it is highly intractable to give analytical properties. Thus, we resort to numerical experiments to test whether the results presented in Proposition 4 can be extended to this case. In order to ensure the robustness of model parameters, such as the demand distribution, supply chain capital level, and unit production cost, we make a large number of computational simulations. More specifically, we test a series of demand distributions, like Normal, Gamma, Weibull and Exponential distributions, and also continuously vary the parameters of a given distribution. Additionally, both the supplier’s and retailer’s capital level is varied from 0 to $c\bar{F}^{-1}(c)$ with one step; the unit production cost is varied from 0.05 to 0.95 with 0.01 steps. In sum, all our simulations consistently present that the results in the case of $\bar{\alpha}(B_S, B_R) \leq c$ can be extended to that in the case of $\bar{\alpha}(B_S, B_R) > c$.

Next, we use simulation example 1 to present our observational results.

Simulation example 1. Assume that the demand follows an Exponential distribution with mean value 1000. The supplier and retailer are endowed with capital level as $B_S = 10$ and $B_R = 50$. Consider that the retail price is normalized to one throughout this paper, thus the marginal production cost should be smaller than one, assume $c = 0.4$. Parameter $\alpha$ increases from zero to one with 0.01 steps.

Figure 2 confirms the validation of Proposition 3 and 4. That is, there exists a threshold value (this value equals to 0.42 in Figure 2) such that $q_1^*$ increases with $\alpha$, while $w_1^*$ decreases with $\alpha$ when $\alpha$ is smaller than 0.42. However, $q_1^*$ and $w_1^*$ keep constant when $\alpha$ is larger than 0.42. The reasons behind this can be explained as follows. As the supplier sells a small part of AR, his production capacity constraint still binds. In this case, a higher factoring ratio means that more capital can be used for production, leading to more production quantity and higher financing ability of trade credit. Then, to induce the retailer to procure more, the supplier would reduce wholesale price. On the other hand, as the supplier sells a large part of AR, production capacity constraint is relaxed. This case reduces to trade credit financing problem without capital constraints on supply side. Then, the financing ability of trade credit can be enhanced to 100%.
4.2. Comparison with the single trade credit strategy

Before making comparisons, we first consider a special case with $\alpha = 1$, namely the supplier sells the whole AR. According to the analysis in above section, the supplier’s expected profit changes to be $\pi^S(w_1) = (1 - \delta)y_1 + B_R - cq_1$. Clearly, $(1 - \delta)y_1 + B_R - cq_1 > 0$ should hold, otherwise the supplier has no incentive to offer trade credit. This implies that the production constraint for the supplier (i.e., inequality (8)) is relaxed. Thus, it is easy to ensure that the optimal operational decisions (denoted by $(w_1^*, q_1^*)$) under full factoring strategy are $(w^N, q^N)$. Correspondingly, the associated profits for the supplier and the retailer are:

$$
\pi^S(w_1^*) = \int_{0}^{w^Nq^N - B_R} F(x)dx + B_R - cq^N;
$$

$$
\pi^R(q_1^*) = \int_{w^Nq^N - B_R}^{q^N} F(x)dx - B_R.
$$

**Corollary 1.** Comparing with single trade credit strategy, full factoring strategy brings lower wholesale price, higher production quantity, and more expected profits for the supplier and retailer.
Corollary 1 states that a capital-constrained supplier actually benefits from selling the whole AR. It is reasonable considering that selling the whole AR is a kind of financing method for the supplier. In the presence of capital constraint, the supplier only provides a suboptimal credit size to the retailer. As a result, the retailer has to procure a suboptimal quantity $q_0$ in comparison with capital-unconstrained environment. When the supplier sells the whole of AR, his capital restriction is relaxed fully. This allows the supplier to offer a large credit size, and thus the order quantity can be enlarged. Additionally, note that the retailer’s credit risk is fully transferred to the factor. Therefore, the wholesale price is reduced, and then the retailer can also benefit from full factoring strategy.

It is worth noting that the full factoring strategy in this paper is a little different from regular bank loan. With bank credit, the supplier is generally allowed to borrow what he needs at most, due to some reasons like bank regulations. With full factoring, however, the supplier has to sell the whole AR, which may increase his financing costs. So, does the supplier performs better if he use partial factoring strategy (i.e., the division of AR)?

**Corollary 2.** In a fairly priced factoring market, for the supply chain with mild capital constraints (i.e., $\bar{\alpha}(B_S, B_R) \leq c$), (1) when $\alpha < \bar{\alpha}(B_S, B_R)$, full factoring outperforms partial factoring, and the latter outperforms single trade credit strategy; (2) when $\alpha \geq \bar{\alpha}(B_S, B_R)$, partial factoring strategy is equivalent to full factoring strategy.

Corollary 2 presents that it is unnecessary for the supplier to divide AR when he has small financial requirements. This result may arise from the fairly-pricing assumption. Under this assumption the purpose of the factor charging the supplier is only to compensate the retailer’s default risk due to low realized demand. Such the zero-profit nature of the factor leads to no profit loss for the supplier with small financial needs if he overly uses factoring service. When the supply chain is highly limited by capital shortage (i.e., $\bar{\alpha}(B_S, B_R)$ shifts to be higher than $c$), considerable simulations in subsection 4.1 demonstrate that the dominance of full factoring over partial factoring does not change.

Next, we use numerical simulations to test the robustness of our results.

**Simulation example 2.** All parameters are the same to simulation example 1 except that $B_R \in \{50, 65, 80, 95, 110\}$ in this example. Mathematically, single trade credit strategy corresponds to hybrid strategy with $\alpha$ approaching to zero; full factoring strategy corresponds to hybrid strategy with $\alpha$ equaling to one; and partial factoring strategy corresponds to hybrid strategy with $\alpha$ locating in the intermediate region between zero and one. Two important observations can be found in Figure 3.

Firstly, factoring is generally beneficial to supply chain partners, and higher factoring ratio creates higher value. In particular, there exists a threshold effect for factoring. That is, partial factoring is inferior to full factoring when $\alpha$ is smaller than a critical value. In this case, the supplier’s capital constraints still bind. However, when $\alpha$ is larger than this critical value, partial factoring strategy is equivalent to factoring strategy for supply chain partners. In this sense, an account receivable owner has no incentive to divide AR.

Secondly, the retailer’s capital level exerts a critical impact on each partner’s performance, whereas does not affect the dominance of full factoring over partial factoring. Factoring benefits the supplier more if he trades with the retailer with lower capital, and in turn benefits
the retailer more if the retailer has higher capital. The intuitive reason is that the supplier can take advantage of the retailer's financial weakness to earn benefit. The higher capital the retailer is endowed with, the less profit the supplier can extract.

5. Further discussions: Imperfect factoring market

The conclusions in previous section are gained by assuming perfect financial market. However, in practice, there exist frictions in the financial market for many reasons such as agency problem, financial distress costs, taxes, etc. In this section, we therefore consider two extensions to investigate the applicability of our results.

5.1. Factoring market with bankruptcy costs

It is natural in practice that the remaining assets are subject to loss when a borrower declares bankruptcy. Now, we parameterize the effect of bankruptcy costs by introducing a parameter $\beta \in (0,1]$ to denote the marginal bankruptcy costs as the work in Yang and Birge (2017). Specifically, a part of $\beta$ of the realized revenue is assumed to be lost when the retailer bankrupts (i.e., $X < y_1$). As $\beta$ approaches to zero, the model in this subsection reduces to the previous model.

Based on the credit priority assumption, the factor obtains $\min\{1, 1-\beta \} X, \alpha y_1\}$ when bankruptcy occurs; otherwise, it collects the payment of $\alpha y_1$. Clearly, the factor’s expected revenue depends on the factoring ratio $\alpha$ as well as marginal bankruptcy cost $\beta$. In particular, the factor’s pricing equation can be written as follows based on default types\(^1\).

\(^1\) Retailer defaults when she cannot repay the whole liabilities, namely, $X < y_1$. Since the liabilities to the factor is assumed to repay first, then two types rise. One is that only the liabilities to the supplier default, or equivalently, $\alpha < 1 - \beta$. The other one is that both the liabilities to the supplier and factor default, or equivalently, $\alpha \geq 1 - \beta$. 
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Type 1: only the liabilities to the supplier have default risk \((\alpha < 1 - \beta)\),
\[
(1 - \beta) \int_0^{\alpha y_1/(1 - \beta)} F(x) dx = (1 - \delta)\alpha y_1. \tag{10}
\]

Type 2: both liabilities to the supplier and the factor have default risk \((\alpha \geq 1 - \beta)\),
\[
(\alpha + \beta - 1) y_1 F(y_1) + (1 - \beta) \int_0^{y_1} F(x) dx = (1 - \delta)\alpha y_1. \tag{11}
\]

On the other hand, the supplier’s expected profit can be adjusted as,
\[
\pi^S(w_1) = (1 - \beta) \int_0^{y_1} F(x) dx + B_R - cq_1 + \beta y_1 F(y_1). \tag{12}
\]

Combining Eq. (3), (10) and (11), the optimal decisions can be established when bankruptcy costs exist. The implicit expressions was left in the Appendix (see (A10)–(A12)). The following Proposition characterizes the joint impact of the bankruptcy costs and factoring ratio.

**Proposition 5.** When bankruptcy costs exist, for the supply chain with mild capital constraints and high marginal bankruptcy costs (i.e., \(\max\{\hat{\alpha}(B_S, B_R, \beta), \hat{\alpha}(B_S, B_R, \beta)\} \leq c\)), we have: (1) the marginal bankruptcy costs \(\beta\) gives a negative impact on the supplier’s expected profit; (2) there exists a threshold value (either \(\hat{\alpha}(B_S, B_R, \beta)\) or \(\hat{\alpha}(B_S, B_R, \beta)\)) such that the factoring ratio \(\alpha\) gives a positive impact on the supplier’s expected profit when \(\alpha\) is smaller than this value whereas has no impact on it when \(\alpha\) is larger than this value.

In Proposition 5, both \(\hat{\alpha}(B_S, B_R, \beta)\) and \(\hat{\alpha}(B_S, B_R, \beta)\) are the factoring ratio bounds between capital-constrained operations and capital-unconstrained operations. Proposition 5 demonstrates that the supplier with small financial needs still benefits more from selling the whole AR than partial AR, even the factoring market shifts to be imperfect with bankruptcy costs. In practice, the supplier is likely to divide AR especially when he has low capital requirements in order to reduce financing costs. Propositions 4 and 5 consistently indicate that dividing AR is not favorable for the supplier.

As in Proposition 4, we still cannot obtain desirable analytical results for the supplier with high financing demand and low bankruptcy costs. In tuition, high financing needs along with low bankruptcy frictions will further discourage the supplier from dividing AR. Actually, our considerable numerical computations have confirmed this point. Next, we use numerical simulations to investigate the robustness of our results.

**Simulation example 3.** In this simulation, we examine how bankruptcy costs affect supply chain performance by varying the value of \(\beta\). Also, we explore where the optimal \(\alpha\) may be located by changing \(\alpha\) from zero to one. Let \(B_S = 10, B_R = 50, \beta \in \{0, 0.1, 0.2, 0.3, 0.4\}\). \(\beta = 0\) represents perfect factoring market and other values of \(\beta\) represent imperfect factoring market with bankruptcy costs. Other parameters are set as the same to example 1.

---

1. \(\alpha(B_S, B_R, \beta)\) and \(\hat{\alpha}(B_S, B_R, \beta)\) are defined in the proof of Proposition 5 in the Appendix. It can be shown that \(\alpha(B_S, B_R, \beta)\) and \(\hat{\alpha}(B_S, B_R, \beta)\) decrease with \(B_S\) and \(B_R\), as well as \(\beta\). Hence, when \(B_S, B_R\) and \(\beta\) are high enough such that \(\max\{\hat{\alpha}(B_S, B_R, \beta), \hat{\alpha}(B_S, B_R, \beta)\} \leq c\), we can obtain analytical properties related to the joint impact of the bankruptcy costs and factoring ratio.
Observation 1. In the fairly priced factoring market, the existence of bankruptcy costs dampens supply chain performance and the value of factoring, but cannot incentivize the supplier to divide AR.

In tuition, the arise of bankruptcy costs may increase the supplier’s financing costs, leading him to divide AR. By contrast, partial factoring cannot create more value for the supplier comparing with full factoring, as shown in Figure 4. This may be due to the assumption of fairly priced factoring market. With this assumption, the factor earns zero profit. Thus, the supplier uses factoring to finance production like using his own capital.

Yang and Birge (2017) also investigate the impact of bankruptcy costs and the retailer’s capital level, but we examine them under different problem scenarios. They concentrate on whether and under what condition the supplier has incentive to share risk with the bank. Their findings are that the supplier wants to share some risk with the bank under environment with high bankruptcy costs and low retailer’s capital level. That leads to the retailer use the combination of trade credit and bank loan. Our paper, however, focuses on to what extent the supplier would like to divide AR. Our simulation results show that the supplier is willing to sell the whole AR in order to finance the retailer without access to bank loan.

5.2. Factoring market with strategic pricing

In our previous analysis, the factoring is assumed to be priced fairly in order to obtain closed-form solutions. Under some circumstances, factors operate to maximize their profits rather than earning zero profit. Hence, we next relax fairly pricing assumption by allowing the factor to engage in strategic pricing.

Under the modified modeling framework, the supplier, retailer and factor play a three-stage Stackelberg game, where the factor is the first leader and the supplier is the second leader. Repeating the analysis in Section 4, we are able to obtain the supplier’s and retailer’s response functions. Back to the first stage, the factor chooses a discount rate to maximize its expected profit (denoted by \( \pi_1^f(\delta) \)), which can be formulated as:
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\[
\max_{\delta \in [0, \delta]} \pi^f_1(\delta) = \delta \alpha y_1 - \int_0^{\alpha y_1} F(x) dx.
\]

Here, the upper bound \( \delta \) captures the factor’s pricing ability. A higher value of \( \delta \) indicates stronger pricing ability of the factor. With the consideration of participation constraints and financial regulations, we assume that \( \delta < 1 \). It is pretty hard to present analytical solutions for the three-stage Stackelberg game, we therefore turn to numerical studies to give insights. Actually, we have conducted considerable experiments regarding the impact of \( \alpha \) on the optimal factoring discount rate as well as the factor’s performance. In what follows, we focus on analyzing the impact of \( \alpha \) on supply chain performance and resulting division of AR.

**Simulation example 4.** In this simulation, we examine how the factor’s pricing ability affects supply chain performance and the potential division decision of AR. Let \( B_S = 10, B_R = 50, \delta \in \{0.30, 0.36, 0.42\} \). The rest of parameters are set as the same to example 1.

**Observation 2.** When factoring market shifts to be priced strategically, partial factoring strategy may outperform full factoring for the supplier, depending on the factor’s pricing ability. More specifically, the supplier has an incentive to divide AR as the strategic factor has strong pricing ability.

As illustrated in Figure 5, given any division of AR (i.e., \( \alpha \) is fixed), we observe that the factor’s pricing ability (measured by \( \delta \)) affects supply chain performance and the value of factoring negatively. Unlike fairly factoring pricing, the optimal factoring strategy for the supplier may be partial factoring or full factoring, depending on the factor’s pricing ability. When the factor has weak pricing ability, e.g., \( \delta = 0.30 \), the optimal factoring discount rate could not be too high, thus the supplier earns more if factoring the whole AR than the part of it. On the contrary, as the factor has strong pricing ability, the supplier benefits more if choosing partial factoring strategy. For example, the supplier performs the best if he chooses the factoring ratio as \( \alpha = 0.6 \) in the case of \( \delta = 0.42 \). This conclusion explains why some firms in practice would like to divide their account receivables.
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Indirectly, the division of the supplier’s AR affects the retailer’s financing mode. Financially, without factoring, the retailer’s creditor is the supplier. With the introduce of factoring, the retailer’s creditor has been changed. Specifically, the retailer’s creditor shifts to be the factor when the supplier chooses full factoring; and to be both the supplier and factor when the supplier chooses partial factoring. Kouvelis and Zhao (2018) find that the supplier’s credit rating serves as a driven factor to affect the retailer’s financing structure. Concentrating on the division of the supplier’s AR, we find that the factor’s financing ability may act as a driven factor to indirectly influence the retailer’s financing mode.

Simulation example 5. In this simulation, we test how supply chain capital level affects supply chain performance and the potential division decision of AR. \( \bar{\sigma} \) is fixed at 0.42. Let \( B_S \in \{10, 50, 100\} \) and \( B_R = 50 \) as we investigate the impact of \( B_S \). Similarly, let \( B_R \in \{50, 90, 130\} \) and \( B_S = 10 \) as we investigate the impact of \( B_R \).

Observation 3. In most case, the supply chain capital endowment exerts a negative impact on the supplier’s factoring willingness. More specifically, the supplier has no incentive to factor AR when the supply chain capital endowment is high, but is willing to sell a portion of AR when the supply chain capital endowment is low.

Figure 6(a) and (b) show the impacts of the retailer’s capital level \( B_R \) and the factoring ratio \( \alpha \) on the value of factoring. Overall, how \( \alpha \) affects the value of factoring highly depends on \( B_R \). When \( B_R \) is large, the difference between factoring and without factoring is smaller than zero. Thus, it is not beneficial for the supplier to sell AR. When \( B_R \) is small, partial factoring is the best choice for the supplier. At the same time, a higher capital level leads to a lower optimal factoring ratio. For example, as depicted in Figure 6(a), the optimal factoring ratio should be 0.42 when \( B_R = 90 \), while being 0.6 when \( B_R = 50 \). For the retailer, we observe from Figure 6(b) that factoring generally brings benefits to her, since factoring is able to enlarge supply quantity.

Combining Figure 6(c) and (d), it can be found that a higher level of \( B_S \) also discourages the supplier from selling more portion of AR. For example, in the case of \( B_S = 100 \), the best choice for the supplier is to forgo factoring strategy and purely use internal capital level. As \( B_S \) decreases, the supplier would like to sell a portion of his AR.

Further, factoring always benefits the retailer, and the benefits highly depend on the supply chain capital level and the factoring ratio. When the supply chain capital level is small, partial factoring is dominated over full factoring; and the reverse holds when the supply chain capital level is high. For example, in Figure 6(b), the retailer prefers full factoring if \( B_R = 50 \) and prefers partial factoring if \( B_R = 130 \). Moreover, if \( \alpha \) is small, the retailer benefits more as supply chain capital increases; if \( \alpha \) is large, the retailer benefits more as supply chain capital decreases. This can be explained as follows. As \( \alpha \) is small, the supplier’s production capacity is still constrained by the supply chain capital level. In this case, a higher \( B_S \) or \( B_R \) serves to enhance production capacity, which increases the factoring value from the retailer’s side. However, as \( \alpha \) increases to exceed a threshold value, production capacity constraint is relaxed, and the increase of \( B_S \) or \( B_R \) will increase the retailer’s procurement costs, and weakens the factoring value from the retailer’s perspective.
Conclusions

In this paper, we extend the traditional trade credit model to a hybrid model to study the firms’ interactions of operations and financing in a supply chain setting, where a financially disadvantaged supplier sells to a capital-constrained retailer. The retailer is limited to access bank credit. We explore how the supplier uses his AR to finance his own and the retailer's inventory, and whether the division of AR is really beneficial for the supplier. Building on the stylized Stackelberg game with the supplier as the leader, we derive the operational and financing decisions for each involved member under the single trade credit strategy and the hybrid strategy evolved from trade credit. Furthermore, these strategies are compared from different perspectives of the supply chain, analytically and numerically.

Our model provides a theoretical explanation for the prevalence of factoring and has several managerial implications. First, we demonstrate that the financing advantage of trade credit can be limited by the trade creditor’s financial status. The limitation can be mitigated,
however, by factoring. Specifically, the supplier may benefit from selling it partially or fully to a third-party factor for immediate cash, rather than keeping the AR to the end of the selling season. In this way, the supplier is expected to enhance his own or the entire supply chain’s performance. Second, we show that many factors such as the bankruptcy costs and the supply chain capital’s level, work simultaneously to affect the supply chain member’s performance, and eventually the benefits of factoring. Third, considerable numerical simulations report that it is not necessary for the supplier to divide AR when factoring is fairly priced; on the contrary, he has an incentive to divide AR when factoring is priced by a strategic factor with strong pricing ability.

This paper can be extended in several directions. First, in our model, the retail price is assumed to be fixed, which is justified by complete competition among retail markets. It would be interesting to investigate the joint decisions of pricing and financing for the retailer when trade credit is offered. Second, Due to the limitation of data availability, we focus on theoretical and numerical analysis in this paper. In the future, we will try to collect empirical data on trade credit terms and factoring ratio, and use the methods of econometrics to look into the validity of our results.
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APPENDIX

Proof of Proposition 1

Note that \( y_0 \triangleq w_0 q_0 - B_R < q_0 \) should hold, otherwise the retailer has no willingness to use trade credit. This implies that \( \left[ S(q_0) - (w_0 q_0 - B_R) \right]^+ = \left[ \min(X, q_0) - y_0 \right]^+ = \min(X, q_0) - \min(X, y_0) \). Recall that \( E[\min(X, q_0)] = \int_0^{q_0} \bar{F}(x) \, dx \) and \( E[\min(X, y_0)] = \int_0^{y_0} \bar{F}(x) \, dx \). Thus, the retailer's optimization problem can be rewritten as:

\[
\max_{q_0} \pi^R_{q_0} = \int_{y_0}^{q_0} \bar{F}(x) \, dx - B_R, \quad (A1)
\]

s. t. \( w_0 q_0 > B_R \).

Mathematically, \( \frac{\partial \pi^R_{q_0}(q_0)}{\partial q_0} = \bar{F}(q_0) - w_0 \bar{F}(y_0) \) and \( \frac{\partial^2 \pi^R_{q_0}(q_0)}{\partial q_0^2} = -\bar{F}(q_0)\left[h(q_0) - w_0 h(y_0)\right] < 0 \) at the zero point. This implies that the optimal order quantity (denoted by \( q_0(w_0) \)) exists. That is, \( q_0(w_0) = \left\{ q_0 : \bar{F}(q_0) = w_0 \bar{F}(w_0 q_0 - B_R) \right\} \).

Next, we prove that \( q_0(w_0) \) satisfies Proposition 1(2) by showing that \( \frac{\partial q_0^N(w_0)}{\partial w_0} < 0 \) and \( \frac{\partial q_0^N(w_0)}{\partial B_R} < 0 \). Recall that \( q_0(w_0) \) is determined by the equation of \( \bar{F}(q_0) = w_0 \bar{F}(w_0 q_0 - B_R) \).

Taking the first derivative of this equation with respect to \( w_0 \), it follows that

\[
-f(q_0) \frac{\partial q_0}{\partial w_0} = \bar{F}(y_0) - w_0 f(y_0) \frac{\partial y_0}{\partial w_0}. \quad (A2)
\]

Further, by taking a derivative of \( y_0 = w_0 q_0 - B_R \) with respect to \( w_0 \), we obtain

\[
\frac{\partial y_0}{\partial w_0} = q_0 + w_0 \frac{\partial q_0}{\partial w_0}. \quad (A3)
\]

Then, combining Eq. (A3) and (A2) yields

\[
\frac{\partial q_0}{\partial w_0} = \frac{\bar{F}(y_0) - w_0 q_0 f(y_0)}{w_0^2 f(y_0) - f(q_0)} = \frac{1 - w_0 h(y_0)}{w_0 h(y_0) - h(q_0)}. \quad (A4)
\]

Because \( w_0 h(y_0) - h(q_0) < 0 \), then it is sufficient to show \( 1 - w_0 q_0 h(y_0) > 0 \) to prove \( \frac{\partial q_0^N(w_0)}{\partial w_0} < 0 \). To this end, we first present that \( h(y_0) < 1 \). Taking the derivative of \( q \bar{F}(q) \), we have \( \frac{d\left(q \bar{F}(q)\right)}{dq} = \bar{F}(q)\left[1 - h(q)\right] \). Because the generalized failure rate \( g(q) \) is assumed to be increasing in \( q \), it is easy to find that \( q \bar{F}(q) \) is concave in \( q \). Hence, there exists a unique value \( \hat{q} \) to maximize \( q \bar{F}(q) \), i.e., \( 1 - g(\hat{q}) = 0 \). Additionally, note that \( q_0 \bar{F}(q_0) = w_0 q_0 \bar{F}(y_0) > w_0 q_0 \bar{F}(w_0 q_0) \). Using properties of concave functions, \( w_0 q_0 < \hat{q} \) should hold. Thus, \( 1 - g(w_0 q_0) > 1 - g(\hat{q}) = 0 \). Because \( w_0 q_0 h(y_0) = w_0 q_0 h(w_0 q_0 - B_R) < g(w_0 q_0) \), it follows that \( 1 - w_0 q_0 h(y_0) > 1 - g(w_0 q_0) > 0 \). Thus, \( \frac{\partial q_0^N(w_0)}{\partial w_0} < 0 \) holds. Following the similar procedure, we obtain \( \frac{\partial q_0^N(w_0)}{\partial B_R} = -\frac{1}{h(y_0) - w_0 h(y_0)} < 0. \)
Proof of Proposition 2

Combing with the retailer’s response function (see Eq. (3) in Proposition 1), the supplier’s optimization problem can be concluded as:

\[
\max_w \pi^S_0(w_0) = \int_0^{y_0} \bar{F}(x) dx + B_R - c q_0,
\]

s. t. \( c q_0 \leq B_R + B_S \) (capital constraints,

\[
\bar{F}(q_0) = w_0 \bar{F}(w_0 q_0 - B_R). \) (the retailer’s response function).

Based on the supply chain capital level \( B_R + B_S \), we consider two cases.

**Case 1:** capital constraint is non-binding. Taking the first derivative of the supplier’s expected profit with respect to \( w_0 \), and combining Eq. (A3) and (A4) yields

\[
\frac{\partial \pi^S_0(w_0)}{\partial w_0} = \left[ \bar{F}(q_0) - c \right] \frac{\partial q_0}{\partial w_0} + q_0 \bar{F}(y_0) = \frac{\bar{F}(q_0) [1 - g(q_0)] - c [1 - w_0 q_0 h(y_0)]}{w_0 [w_0 h(y_0) - h(q_0)]}.
\]

Using the first-order condition, we then obtain

\[
\bar{F}(q_0) [1 - g(q_0)] = c [1 - w_0 q_0 h(y_0)]. \quad (A6)
\]

Combining Eq. (3) and (A5), the optimal decisions in the absence of supply constraint (denoted by \((w^N, q^N)\)) are obtained. Let \( \bar{B}_S(B_R) = cq^N - B_R \). Then, if \( B_S \geq \bar{B}_S(B_R) \), the supplier would decide the wholesale price as \( w^N \) and the retailer would order a quantity of \( q^N \).

**Case 2:** supply constraint is binding. In this case, \( w_0 \) should be set such that

\[
\int_0^{\alpha y_1} \bar{F}(x) dx = (1 - \delta) \alpha y_1.
\]

Thus, the supplier’s optimization problem can be rewritten as:

\[
\max_{w_1} \pi^S_1(w_1) = \int_0^{\alpha y_1} \bar{F}(x) dx + B_R - c q_1,
\]

s. t. \( c q_1 \leq B_S + B_R + \int_0^{\alpha y_1} \bar{F}(x) dx, \) (supply chain capital constraints,

\[
\int_0^{\alpha y_1} \bar{F}(x) dx = (1 - \delta) \alpha y_1. \) (fairly factoring pricing equation).

(1) Given \( \alpha \in (0,1] \), when \( \alpha \geq \underline{\alpha}(B_S, B_R) \), the supply chain capital constraint is relaxed. Following the same procedure in Proposition 2, it yields \((w_1^*, q_1^*) = (w^N, q^N)\). When \( \alpha < \underline{\alpha}(B_S, B_R) \), the supply chain capital constraint is binding. Thus, the optimal wholesale price should be set at the constraint bound, namely satisfying \( c q_1 = B_S + B_R + \int_0^{\alpha (w_1^* q_1^* - B_R)} \bar{F}(x) dx \). Further,
combing with the retailer’s response function \(F(q_1) = w_1F(w_1q_1 - B_R)\), the optimal decisions in the case of \(\alpha < \bar{\alpha}(B_S, B_R)\) are obtained, denoted by \((\bar{w}_\alpha, \bar{q}_\alpha)\).

(2) Based on the fairly factoring pricing equation, the optimal factoring discount rate is \(\delta^*_1 = 1 - \int_0^{\alpha q_1} F(x)dx / \alpha y_1^*.\) Here, \(y_1^* = w_1q_1^* - B_R\), where \((w_1^*, q_1^*) = (w^N, q^N)\) when \(\alpha \geq \bar{\alpha}(B_S, B_R)\) and \((w_1^*, q_1^*) = (\bar{w}_\alpha, \bar{q}_\alpha)\) when \(\alpha < \bar{\alpha}(B_S, B_R)\).

**Proof of Proposition 4**

In this proof, we intend to prove the following results under the condition \(\alpha \leq \bar{\alpha}(B_S, B_R) \leq \bar{\alpha}\).

(1) When \(\alpha \geq \bar{\alpha}(B_S, B_R)\), \(\delta_1^* / \partial \alpha = \partial w_1^* / \partial \alpha = 0\), \(\delta_1^* / \partial \alpha > 0\) and \(\partial \pi_1^* (w_1^*) / \partial \alpha = \partial \pi_1^* (q_1^*) / \partial \alpha = 0;\)

(2) when \(\alpha < \bar{\alpha}(B_S, B_R)\), \(\delta_1^* / \partial \alpha > 0, \partial w_1^* / \partial \alpha < 0, \delta_1^* / \partial \alpha > 0, \partial \pi_1^* (w_1^*) / \partial \alpha > 0\), and \(\partial \pi_1^* (w_1^*) / \partial \alpha > 0\).

(1) Case 1: \(\alpha \geq \bar{\alpha}(B_S, B_R)\). In this case, \((w_1^*, q_1^*) = (w^N, q^N)\). Note that \(w^N\) and \(q^N\) are independent of \(\alpha\) in this case. It is easy to show that \(\partial \delta_1^* / \partial \alpha = \int_0^{\alpha q_1^*} xf(x)dx / (\alpha^2 y^N) > 0\), where \(y^N = w^Nq^N - B_R\).

(2) Case 2: \(\alpha < \bar{\alpha}(B_S, B_R)\). In this case, \((w_1^*, q_1^*) = (\bar{w}_\alpha, \bar{q}_\alpha)\), \(\bar{w}_\alpha = F(\bar{q}_\alpha) / F(\bar{w}_\alpha \bar{q}_\alpha - B_R)\) and \(\bar{q}_\alpha = \frac{B_S + B_R + \int_0^{\alpha (\bar{w}_\alpha \bar{q}_\alpha - B_R)} F(x)dx}{c}\). Denote \(\bar{y}_\alpha = \bar{w}_\alpha \bar{q}_\alpha - B_R\), then we have
\[
\left(\bar{y}_\alpha + B_R\right)F(\bar{y}_\alpha) = \bar{q}_\alpha F(\bar{q}_\alpha),
\]
\[
c \bar{q}_\alpha / \partial \alpha = F(\alpha \bar{y}_\alpha)\left[\bar{y}_\alpha + \alpha \bar{y}_\alpha / \partial \alpha\right].
\]

Taking the first derivative of \(\bar{q}_\alpha\) and \(\bar{y}_\alpha\) with respect to \(\alpha\), we get
\[
\left[\bar{y}_\alpha - \bar{w}_\alpha \bar{q}_\alpha f(\bar{y}_\alpha)\right] \bar{y}_\alpha / \partial \alpha = \bar{q}_\alpha F(\bar{q}_\alpha)\left[1 - g(\bar{q}_\alpha)\right] \bar{y}_\alpha / \partial \alpha,
\]
\[
c \bar{q}_\alpha / \partial \alpha = F(\alpha \bar{y}_\alpha)\left[\bar{y}_\alpha + \alpha \bar{y}_\alpha / \partial \alpha\right].
\]

Rearranging the terms, we have \(\frac{\partial \bar{q}_\alpha}{\partial \alpha} = \frac{\bar{y}_\alpha F(\alpha \bar{y}_\alpha)}{M(\alpha)}\), and
\[
\frac{\partial \bar{y}_\alpha}{\partial \alpha} = \frac{\bar{y}_\alpha F(\bar{q}_\alpha)\left[1 - g(\bar{q}_\alpha)\right]}{\bar{y}_\alpha F(\bar{y}_\alpha)\left[1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)\right]} \times \frac{1}{M(\alpha)} = -\frac{\alpha F(\alpha \bar{y}_\alpha) F(\bar{q}_\alpha)\left[1 - g(\bar{q}_\alpha)\right]}{\bar{y}_\alpha F(\bar{y}_\alpha)\left[1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)\right]},
\]

Because \(\frac{\bar{y}_\alpha F(\bar{q}_\alpha)\left[1 - g(\bar{q}_\alpha)\right]}{\bar{y}_\alpha F(\bar{y}_\alpha)\left[1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)\right]} < 1\), then we have \(M(\alpha) = \frac{\alpha F(\alpha \bar{y}_\alpha) F(\bar{q}_\alpha)\left[1 - g(\bar{q}_\alpha)\right]}{\bar{y}_\alpha F(\bar{y}_\alpha)\left[1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)\right]} > c - \alpha F(\alpha \bar{y}_\alpha) > 0\) when \(\alpha \leq \bar{\alpha}(B_S, B_R) \leq \bar{\alpha}\). Naturally, \(\frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0\) and \(\frac{\partial \bar{y}_\alpha}{\partial \alpha} > 0\). Note that \(\bar{y}_\alpha = \bar{w}_\alpha \bar{q}_\alpha - B_R\), by taking the first derivative of this equation with respect to \(\alpha\), it follows that:
where the last ‘<0’ holds since $\bar{F}^{-1}(c)$ is the optimal order quantity for the whole supply chain and $\bar{q}_\alpha < \bar{F}^{-1}(c)$ should hold. Further, by taking the first derivative of $\delta^*_1$ with respect to $\alpha$, we have:

$$
\frac{\partial^* \delta^*_1}{\partial \alpha} = \left[ \bar{y}_\alpha + \alpha \bar{y}_\alpha / \partial \alpha \right] \int_0^\alpha \bar{x} f(x) dx > 0.
$$

Finally, recall that $w^*_i = \bar{w}_\alpha$ is obtained at the constraint bound, thus $\frac{\partial^* \pi^*_1(w_1)}{\partial w_1} |_{w_1 = \bar{w}_\alpha} < 0$ (or equivalently, $\frac{\partial^* \pi^*_1(w_1)}{\partial y_1} |_{y_1 = \bar{y}_\alpha} > 0$) should hold, which implies that $\bar{F}(\bar{q}_\alpha)\left[ 1 - \bar{q}_\alpha h(\bar{q}_\alpha) \right] > c\left[ 1 - \frac{\bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)}{\bar{w}_\alpha \bar{q}_\alpha h(\bar{q}_\alpha)} \right]$. Then, it follows that $\frac{\partial^* \pi^*_1(\bar{w}_\alpha)}{\partial \alpha} = \left[ \bar{F}(\bar{q}_\alpha)\left[ 1 - \bar{q}_\alpha h(\bar{q}_\alpha) \right] c \right] \frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0$ and $\frac{\partial^* \pi^*_1(\bar{q}_\alpha)}{\partial \alpha} = \bar{F}(\bar{q}_\alpha) \left[ 1 - \frac{1 - \bar{q}_\alpha h(\bar{q}_\alpha)}{1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)} \right] \frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0$. Namely, $\pi^*_1$ and $\pi^*_1$ increase with $\alpha$ when $\alpha < \bar{\alpha}(B_S, B_R)$.

**Proof of Corollary 1.** This Corollary follows as two special cases of $\alpha = 0$ and 1 from Proposition 4.

**Proof of Corollary 2.** This Corollary follows directly from Proposition 4.

**Proof of Proposition 5.** To start with, we derive the optimal operational decisions denoted by $(w^a, q^a)$. Following the similar procedure as proposition 4, there at most exist three possible pairs for the optimal decisions, depending on the values of $\alpha$, $B_S$, $B_R$ and $\beta$.

Case 1: supply chain constraints are binding, and only the liabilities to the supplier has default risk. The optimal decisions given by $(\bar{w}^b, \bar{q}^b)$ are determined by the following equations:

$$
\left\{ \begin{array}{l}
(y^b + B_R)\bar{F}(y^b) = q^b \bar{F}(q^b), \\
\end{array} \right.
$$

where $y^b = w^b q^b - B_R$.

Case 2: supply chain constraints are binding and both the liabilities to the supplier and factor have default risk. The optimal decisions given by $(\bar{w}^b, \bar{q}^b)$ are determined by the following equations:

$$
\left\{ \begin{array}{l}
(y^b + B_R)\bar{F}(y^b) = q^b \bar{F}(q^b), \\
\end{array} \right.
$$

where $y^b = w^b q^b - B_R$. 

Finally, recall that $w^*_1 = \bar{w}_\alpha$ is obtained at the constraint bound, thus $\frac{\partial^* \pi^*_1(w_1)}{\partial w_1} |_{w_1 = \bar{w}_\alpha} < 0$ (or equivalently, $\frac{\partial^* \pi^*_1(w_1)}{\partial y_1} |_{y_1 = \bar{y}_\alpha} > 0$) should hold, which implies that $\bar{F}(\bar{q}_\alpha)\left[ 1 - \bar{q}_\alpha h(\bar{q}_\alpha) \right] > c\left[ 1 - \frac{\bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)}{\bar{w}_\alpha \bar{q}_\alpha h(\bar{q}_\alpha)} \right]$. Then, it follows that $\frac{\partial^* \pi^*_1(\bar{w}_\alpha)}{\partial \alpha} = \left[ \bar{F}(\bar{q}_\alpha)\left[ 1 - \bar{q}_\alpha h(\bar{q}_\alpha) \right] c \right] \frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0$ and $\frac{\partial^* \pi^*_1(\bar{q}_\alpha)}{\partial \alpha} = \bar{F}(\bar{q}_\alpha) \left[ 1 - \frac{1 - \bar{q}_\alpha h(\bar{q}_\alpha)}{1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)} \right] \frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0$. Namely, $\pi^*_1$ and $\pi^*_1$ increase with $\alpha$ when $\alpha < \bar{\alpha}(B_S, B_R)$. 

**Proof of Corollary 1.** This Corollary follows as two special cases of $\alpha = 0$ and 1 from Proposition 4.

**Proof of Corollary 2.** This Corollary follows directly from Proposition 4.

**Proof of Proposition 5.** To start with, we derive the optimal operational decisions denoted by $(w^a, q^a)$. Following the similar procedure as proposition 4, there at most exist three possible pairs for the optimal decisions, depending on the values of $\alpha$, $B_S$, $B_R$ and $\beta$.

Case 1: supply chain constraints are binding, and only the liabilities to the supplier has default risk. The optimal decisions given by $(\bar{w}^b, \bar{q}^b)$ are determined by the following equations:

$$
\left\{ \begin{array}{l}
(y^b + B_R)\bar{F}(y^b) = q^b \bar{F}(q^b), \\
\end{array} \right.
$$

where $y^b = w^b q^b - B_R$.

Case 2: supply chain constraints are binding and both the liabilities to the supplier and factor have default risk. The optimal decisions given by $(\bar{w}^b, \bar{q}^b)$ are determined by the following equations:

$$
\left\{ \begin{array}{l}
(y^b + B_R)\bar{F}(y^b) = q^b \bar{F}(q^b), \\
\end{array} \right.
$$

where $y^b = w^b q^b - B_R$. 

Finally, recall that $w^*_1 = \bar{w}_\alpha$ is obtained at the constraint bound, thus $\frac{\partial^* \pi^*_1(w_1)}{\partial w_1} |_{w_1 = \bar{w}_\alpha} < 0$ (or equivalently, $\frac{\partial^* \pi^*_1(w_1)}{\partial y_1} |_{y_1 = \bar{y}_\alpha} > 0$) should hold, which implies that $\bar{F}(\bar{q}_\alpha)\left[ 1 - \bar{q}_\alpha h(\bar{q}_\alpha) \right] > c\left[ 1 - \frac{\bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)}{\bar{w}_\alpha \bar{q}_\alpha h(\bar{q}_\alpha)} \right]$. Then, it follows that $\frac{\partial^* \pi^*_1(\bar{w}_\alpha)}{\partial \alpha} = \left[ \bar{F}(\bar{q}_\alpha)\left[ 1 - \bar{q}_\alpha h(\bar{q}_\alpha) \right] c \right] \frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0$ and $\frac{\partial^* \pi^*_1(\bar{q}_\alpha)}{\partial \alpha} = \bar{F}(\bar{q}_\alpha) \left[ 1 - \frac{1 - \bar{q}_\alpha h(\bar{q}_\alpha)}{1 - \bar{w}_\alpha \bar{q}_\alpha h(\bar{y}_\alpha)} \right] \frac{\partial \bar{q}_\alpha}{\partial \alpha} > 0$. Namely, $\pi^*_1$ and $\pi^*_1$ increase with $\alpha$ when $\alpha < \bar{\alpha}(B_S, B_R)$.
Case 3: supply chain capital constraints are relaxed. In this case, the optimal decisions are independent of the factoring fraction $\alpha$. The optimal decisions determined by $(w^{Nb}, q^{Nb})$ are determined by the following equations:

$$
\begin{align*}
\left( y^b + B_R \right) F(y^b) &= q^b F(q^b), \\
F(q^b) \left[ 1 - g(q^b) \right] &= \frac{c \left[ 1 - w^b q^b h(y^b) \right]}{1 - \beta g(y^b)}.
\end{align*}
$$

(A12)

Let $\bar{\alpha}(B_S, B_R, \beta) \triangleq \left\{ \alpha > 0 : cq^{Nb} = B_S + B_R + (1 - \beta) \int_0^{\alpha y^{Nb}/(1 - \beta)} F(x) dx \right\}$, where $y^{Nb} = w^{Nb} q^{Nb} - B_R \ y^{Nb} = w^{Nb} q^{Nb} - B_R$ is the trade credit size when supply chain capital constraints are relaxed. Taking all possible cases together, we obtain the optimal decisions concluded in (A13) and (A14) when $\bar{\alpha}(B_S, B_R, \beta) < 1$. Next, we prove that when $\max \left\{ \bar{\alpha}(B_S, B_R, \beta), \bar{\alpha}(B_S, B_R, \beta) \right\} \leq c$, Proposition 5(1) and (2) hold.

- If $\bar{\alpha}(B_S, B_R, \beta) \leq 1 - \beta$, then

$$
\left( w^{b^*}, q^{b^*} \right) = \begin{cases} (w^{Nb}, q^{Nb}), & \alpha \leq \bar{\alpha}(B_S, B_R, \beta) \\
(w^{Nb}, q^{Nb}), & \bar{\alpha}(B_S, B_R, \beta) < \alpha \leq 1 \end{cases}
$$

(A13)

For any $\alpha \leq \bar{\alpha}(B_S, B_R, \beta)$, $(w^{b^*}, q^{b^*}) = (\bar{w}^b, \bar{q}^b)$. Then, taking the first derivation of (A10) yields

$$
\frac{\partial q^b}{\partial \alpha} = \frac{\bar{y}^b \bar{F}(\alpha \bar{y}^b / (1 - \beta))}{\bar{M}(\alpha, \beta)}
$$

and

$$
\frac{\partial q^b}{\partial \beta} = -\int_0^{\alpha y^{Nb}/(1 - \beta)} x f(x) dx.
$$

Since

$$
\alpha \leq \bar{\alpha}(B_S, B_R, \beta) \leq c, \ \bar{M}(\alpha, \beta) > c - \alpha \bar{F}(\alpha \bar{y}^b / (1 - \beta)) > 0,
$$

leading to

$$
\frac{\partial \bar{q}^b}{\partial \alpha} > 0 \text{ and } \frac{\partial \bar{q}^b}{\partial \beta} < 0.
$$

It follows that

$$
\frac{\partial \bar{q}^b}{\partial \alpha} \bigg|_{(w^{b^*}, q^{b^*}) = (\bar{w}^b, \bar{q}^b)} = \frac{\bar{F}(\bar{q}^b) \left[ 1 - g(\bar{q}^b) \right] \left[ 1 - \beta g(\bar{y}^b) \right]}{1 - \bar{w}^b \bar{q}^b h(\bar{y}^b)} - c \cdot \frac{\partial \bar{q}^b}{\partial \alpha} > 0;
$$

$$
\frac{\partial \bar{q}^b}{\partial \beta} \bigg|_{(w^{b^*}, q^{b^*}) = (\bar{w}^b, \bar{q}^b)} = -\int_0^{\bar{y}^b} x f(x) dx + \frac{\bar{F}(\bar{q}^b) \left[ 1 - g(\bar{q}^b) \right] \left[ 1 - \beta g(\bar{y}^b) \right]}{1 - \bar{w}^b \bar{q}^b h(\bar{y}^b)} - c \cdot \frac{\partial \bar{q}^b}{\partial \beta} < 0.
$$

For any $\bar{\alpha}(B_S, B_R, \beta) < \alpha \leq 1$, then $(w^{b^*}, q^{b^*}) = (w^{Nb}, q^{Nb})$. It follows that

$$
\frac{\partial \bar{q}^b}{\partial \alpha} \bigg|_{(w^{b^*}, q^{b^*}) = (w^{Nb}, q^{Nb})} = 0;
$$

$$
\frac{\partial \bar{q}^b}{\partial \beta} \bigg|_{(w^{b^*}, q^{b^*}) = (w^{Nb}, q^{Nb})} = -\int_0^{w^{Nb}} x f(x) dx + \frac{\bar{F}(q^{Nb}) \left[ 1 - g(\bar{q}^{Nb}) \right] \left[ 1 - \beta g(y^{Nb}) \right]}{1 - w^{Nb} q^{Nb} h(y^{Nb})} - c \cdot \frac{\partial \bar{q}^{Nb}}{\partial \beta} < 0.
$$
In sum, for $\bar{\alpha}(B_S, B_R, \beta) \leq 1 - \beta$ and $\bar{\alpha}(B_S, B_R, \beta) \leq \epsilon$, we have shown that: $\frac{\partial \pi_1^S}{\partial \alpha} < 0$ and $\frac{\partial \pi_1^S}{\partial \beta} > 0$ when $\alpha \leq \bar{\alpha}(B_S, B_R, \beta)$; $\frac{\partial \pi_1^S}{\partial \alpha} < 0$ and $\frac{\partial \pi_1^S}{\partial \beta} = 0$ when $\bar{\alpha}(B_S, B_R, \beta) < \alpha \leq 1$.

- If $1 - \beta < \bar{\alpha}(B_S, B_R, \beta) < 1$, then

$$
\left( w^{b*}, q^{b*} \right) = \begin{cases} 
\left( \bar{w}^b, \bar{q}^b \right), & \alpha \leq 1 - \beta \\
\left( \bar{w}^b, \bar{q}^b \right), & 1 - \beta < \alpha \leq \bar{\alpha}(B_S, B_R, \beta) \\
\left( w^N_b, q^N_b \right), & \bar{\alpha}(B_S, B_R, \beta) < \alpha \leq 1 
\end{cases}
$$

(A14)

Here, $\bar{\alpha}(B_S, B_R, \beta) \in (1 - \beta, 1)$ is the unique solution of the equation $c q^N_b = B_S + B_R + (\alpha + \beta - 1) y^N_b F(y^N_b) + (1 - \beta) \int_0^{y^N_b} F(x) dx$. Above, we have shown that $\frac{\partial \pi_1^S}{\partial \beta} < 0$ and $\frac{\partial \pi_1^S}{\partial \alpha} \geq 0$ when $(w^{b*}, q^{b*}) = (\bar{w}^b, \bar{q}^b)$ or $(w^N_b, q^N_b)$. Thus, if $1 - \beta < \bar{\alpha}(B_S, B_R, \beta) < 1$, we only need to present that $\frac{\partial \pi_1^S}{\partial \beta} < 0$ and $\frac{\partial \pi_1^S}{\partial \alpha} > 0$ when $(w^{b*}, q^{b*}) = (\bar{w}^b, \bar{q}^b)$. Taking the first derivation of (A11) yields

$$
\frac{\partial \bar{q}^b}{\partial \alpha} = \frac{\bar{y}^b}{\bar{M}(\alpha, \beta)} \frac{F(\bar{q}^b)}{1 - \bar{w}^b \bar{q}^b h(\bar{q}^b)} - \frac{\alpha}{\bar{M}(\alpha, \beta)} \frac{1 - (1 - \beta) g(\bar{y}^b)}{\alpha} \frac{1 - g(\bar{q}^b)}{1 - \bar{w}^b \bar{q}^b h(\bar{q}^b)}
$$

and $\frac{\partial \bar{q}^b}{\partial \beta} = -\int_0^{\bar{y}^b} x f(x) dx$, where $\bar{M}(\alpha, \beta) = c - \frac{\bar{y}^b}{\bar{M}(\alpha, \beta)} \frac{F(\bar{q}^b)}{1 - \bar{w}^b \bar{q}^b h(\bar{q}^b)}$ and $\bar{y}^b = \bar{w}^b \bar{q}^b - B_R$. Considering that $0 < 1 - (1 - \beta) g(\bar{y}^b) / \alpha < 1$. Therefore, we have $\bar{M}(\alpha, \beta) > c - \bar{M}(\alpha, \beta) \left[ 1 - (1 - \beta) g(\bar{y}^b) / \alpha \right] > 0$ when $\alpha \leq \bar{\alpha}(B_S, B_R, \beta) \leq \epsilon$, which implies that $\frac{\partial \bar{q}^b}{\partial \alpha} > 0$ and $\frac{\partial \bar{q}^b}{\partial \beta} < 0$. Further,

$$
\frac{\partial \pi_1^S}{\partial \alpha} \left( w^{b*}, q^{b*} \right) = \frac{\bar{y}^b}{\bar{M}(\alpha, \beta)} \frac{F(\bar{q}^b)}{1 - \bar{w}^b \bar{q}^b h(\bar{q}^b)} - c \frac{\partial \bar{q}^b}{\partial \alpha} > 0;
$$

$$
\frac{\partial \pi_1^S}{\partial \beta} \left( w^{b*}, q^{b*} \right) = -\int_0^{\bar{y}^b} x f(x) dx + \frac{\bar{y}^b}{\bar{M}(\alpha, \beta)} \frac{F(\bar{q}^b)}{1 - \bar{w}^b \bar{q}^b h(\bar{q}^b)} - c \frac{\partial \bar{q}^b}{\partial \beta} < 0.
$$

In sum, for $1 - \beta < \bar{\alpha}(B_S, B_R, \beta) < 1$ and $\bar{\alpha}(B_S, B_R, \beta) \leq \epsilon$, we have shown that: $\frac{\partial \pi_1^S}{\partial \alpha} < 0$ and $\frac{\partial \pi_1^S}{\partial \alpha} > 0$ when $\alpha < \bar{\alpha}(B_S, B_R, \beta)$; $\frac{\partial \pi_1^S}{\partial \beta} < 0$ and $\frac{\partial \pi_1^S}{\partial \beta} = 0$ when $\bar{\alpha}(B_S, B_R, \beta) < \alpha \leq 1$. 