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Abstract. The purpose of this paper is to draw the first lessons from the on-going coronavirus 
crisis and to identify viable solutions for what should become the goal of any country: trans-
forming their own economies into sensitive and responsive economies regarding public health 
problems. The originality of our approach is given by its objective as well as the strategy employed 
for verifying research hypotheses. The objective is twofold: detecting the indicators that may 
constitute signals for the vulnerability of countries in times of health crisis and highlighting the 
underlying factors of the resilience capacity. Many indicators have been considered: six indicators 
concerning Covid-19 pandemic and 27 socio-economic indicators. Three main hypotheses have 
been formulated and tested using various statistical methods. Our findings provide deep insights 
for understanding how Covid-19 crisis is correlated to specific economic (urbanization, sectorial 
employment, health system) and demographic factors (aging, mortality). The study has succeeded 
in identifying the pattern of a country with greater resilience and better ability to cope with a 
health crisis. Our results could be useful when forecasting the spread of another pandemic wave, 
its impact on people’s health and estimating how some markets will be reshaped.
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Introduction 

Recently, a number of events have dramatically increased the perception of instability, inse-
curity and uncertainty around the globe (Christopherson et al., 2010). Today’s world faces 
multiple threats: violence, wars, natural disasters, famine, economic crises, terrorism, political 
instability, and, most recently, the Covid-19 pandemic.

Estimating the economic impact of a pandemic disease is very difficult, because even a 
disease with a relatively small impact on health can have a major economic effect. Kilbourne 
(2004) said that the main effect of a flu-like disease is not mortality, but morbidity – which is 
enormous – leading to schools closing, absenteeism on the labour market, declining produc-
tion and crowded emergency hospital wards. This is the immediate effect after the pandemic 
sets in, but on the long term there are serious consequences affecting all sectors.

The health crisis caused by Covid-19 affects the entire economy; due to pandemic, many 
companies have closed or reduced their activities, letting people unemployed, in danger of 
losing their jobs or with diminished salaries. At the same time, the working processes have 
changed, due to the switching to online work, resulting in new challenges for the employees 
in balancing work-life activities. In many countries severe blockages have been observed, 
leading to consumption decrease and production discontinuities. Also, consumers have 
changed their consumption patterns leading to shortages for several goods in supermar-
kets around the world. Tourism and recreational activities were reduced or even completely 
blocked, resulting in huge financial losses. Global financial markets have fallen sharply and 
it is estimated that this health crisis will lead to a deep financial and economic crisis. 

Obviously, during this period, the interest given to health must prevail, the measures for 
saving lives being essential. But, at the same time, some measures must be taken to mitigate 
the economic shock. Politicians face a trade-off between the safety of citizens which involves 
strict containment measures and permitting certain economic activities, decisions that are 
not easy to make, especially given that not much information is yet known about this disease. 
Decisions are of course taken depending on the situation of each country: number of cases, 
number of deaths, mortality rate, performance of the country’s health system, demographic 
and health characteristics, specific economic and social issues.

In this context, the aim of this paper is to draw the first lessons from the on-going coro-
navirus crisis and to identify viable solutions for what should become the goal of any country: 
transforming their own economies into sensitive and responsive economies regarding public 
health problems. Facing a pandemic, vulnerability or resilience may be displayed. A country 
that knows its weaknesses in the event of a health crisis and already has the measures to 
alleviate them will have a significant advantage. Also, the resilience, the ability to take rapid 
countermeasures and have clear and effective policies to overcome such crises, is essential. 
Therefore, our objective is twofold: 1) detecting the indicators that may constitute signals 
for the vulnerability of countries in times of health crisis and 2) highlighting the underlying 
factors of the resilience capacity. In order to address these objectives, we organized the rest 
of the article as follows: Section 1 contains the literature review, Section 2 is dedicated to 
describing the data and methods used, Section 3 presents the results obtained and the last 
section focuses on highlighting the main conclusions.
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1. Literature review

In December 2019 in Wuhan, China, a new type of coronavirus was identified, which caused 
many people to become ill. The number of cases rapidly increased, spreading globally. On 
March 11, 2020, the World Health Organization declared Covid-19 a pandemic. The effects 
of the pandemic became visible very quickly, causing problems in many societies, disrupting 
economic activity and affecting the lives of millions of people. 

 Measures to limit the impact of pandemic diseases on health and the economy can some-
times be in opposition (Yoldascan et al., 2010). Analyses of pandemics and economic effects 
highlighted how an economy can be affected by a severe flu outbreak: reduced consumption 
for tourism, increased transportation costs and retail disruption; increased work absence; 
school closure; and higher demands for medical services. The four types of economic shocks 
caused by influenza pandemic, identified by Verikios et al. (2011), are: (1) an increased de-
mand for hospital health care and other medical services; (2) a temporary increase in sick 
leave and school closures requiring the withdrawal of parents from the workforce; (3) mor-
tality among the active population, associated with permanent reduction of the workforce; 
and (4) temporary reductions in tourism and international business travel. In such moments 
of crisis, the activity sectors in which remote work is easy to implement must be stimulated, 
for example the IT sector, especially since the positive impact of ICT activities on economic 
growth is proven (Cioaca et al., 2020).

In the XXth century the population faced 3 influenza pandemics (1918, 1957 and 1968) 
(Patriarca & Cox, 1997).

Karlsson et al. (2014) studied the impact of the 1918 influenza pandemic on economic 
performance in Sweden, the results indicating that capital returns were negatively affected, 
but the pandemic did not significantly influenced revenues. Most studies have shown that 
the 1918 flu pandemic had economic effects on short term. Many businesses, especially in 
the services and entertainment industry, have lost revenue; in contrast, healthcare compa-
nies have registered an increase in revenue. Academic research has shown that the 1918 flu 
pandemic caused a shortage of labour, leading to higher wages for workers. 

During the 1957 flu pandemic, 25% of population became infected with the new pan-
demic virus (Henderson et al., 2009). In Singapore, between 10% and 30% absenteeism in 
commercial firms significantly influenced the economy in 1957–1958 (Lee et al., 2008). A 
model of transmission dynamics was studied using data from 1957, the results showing that 
school closure depended on contact patterns in the population, the interaction of different 
age groups and the moment when the measure was implemented. The authors concluded 
that the closure of schools and nurseries reduced the size of the epidemic “by only a small 
amount” (Vynnycky & Edmunds, 2008).

In 2003 the severe acute respiratory syndrome (SARS) has caused illnesses and deaths, 
disrupting economic activity in many Asian economies. The Asian Development Bank es-
timated an economic impact of $ 18 billion in East Asia (Yoldascan et al., 2010) and $ 40 
billion around the world (Maffioli, 2020). The results of the pandemic were a sharp drop 
in tourism and travel, a decrease in consumer confidence, a decline in domestic demand 
and pessimism about business prospects. Caballero-Anthony (2005) highlighted the conse-



786 G. C. Dimian et al. Vulnerability and resilience in health crises. Evidence from European countries

quences on national and regional stability in East and Southeast Asia, the results showing 
that infectious diseases affect state security and undermine the survival and well-being of 
communities.

On May 2009 in Mexico appeared a new virus, H1N1 (“swine flu”), within five weeks 
spreading in 74 different countries and infecting hundreds of millions of people (Presanis 
et al., 2009). The regions with greater economic integration in the world (through interna-
tional trade) were more affected by the pandemic (Verikios et al., 2011). 

In 2014 appeared the West African Ebola virus disease (EVD), its economic impact being 
estimated at $25.2 billion (Maffioli, 2020). Kieny et al. (2014) analysed the problems caused 
by the absence of a strong health system in case of EVD, the results indicating that economic 
growth, government expenditure on health and investment in health systems all decreased.

Keogh-Brown et al. (2010) examined the potential economic cost of a modern pandemic 
in the United Kingdom, France, Belgium and the Netherlands and the results suggested 
0.5–2% decreases in GDP due to the disease, but school closure and prophylactic absenteeism 
tripled these effects. The short-term impact of a pandemic on economy will be reflected in a 
significant reduction in trade and services, and on the long term, potential economic growth 
will decrease and poverty will increase (Bloom et al., 2005). 

In only a few months, Covid-19 pandemic has affected the global economy, having se-
rious socio-economic implications. Economically, in the first quarter of 2020 the markets 
registered a decrease, some indices reaching a lower level than the market collapse in 1992. 
Some businesses were closed, people lost their jobs, with negative consequences even after 
the end of the pandemic (Chohan, 2020).

Furthermore, the short-term share of credit by foreign banks, a key indicator of external 
vulnerability, grew; aviation industry suffered major losses, as a result of travel restrictions 
and drastic declines in air travel demand; the global manufacturing decreased and is expected 
to further decline; the tourism sector faced an unprecedented crisis, with declines of 60% to 
80% in international tourist arrivals; disruptions to global supply chains in agriculture; and 
growing existing income inequalities show the impact of Covid-19 in the world economy 
(UNSD, 2020).

Fernandes (2020) studied the economic impact of the Covid-19 health crisis on 30 coun-
tries industries, estimating the GDP growth. The optimistic scenario implies a median de-
cline in GDP in 2020 of –2.8%, in other scenarios GDP may fall by more than 10%, and in 
some countries, more than 15%. Service-oriented economies, dependent on foreign trade, 
will be affected and many people will lose their jobs. 

Covid-19 has profoundly affected healthcare system, especially in low and middle income 
countries, traffic border restrictions being implemented in order to “break the chain” of in-
fection and control its transmission (Mitra et al., 2020).

Liu et al. (2020) studied Covid-19 disease in six representative cities in China and the re-
sults showed that social contact explained the transmission patterns, as well as the associated 
risks. The most infected people are those between 23–44 and 45–64 years old, because are 
more often involved in social activities than the others. The link between migration and the 
spread of the virus was also considered in the literature, the results indicating that countries 
would have been better prepared to react if they had monitored migrant flows, which are a 
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good predictor for the spread of Covid-19, especially in regions known for labour mobility, 
such as the European Union (Sirkeci & Yucesahin, 2020; Șerban et al., 2020). 

Peng et  al. (2020) studied the management and treatment of Covid-19 in China. The 
results showed that drastic quarantine measures prevented the spread of SARS-CoV-2, the 
earlier the implementation, the less likely resources will be depleted. 

In the case of a pandemic, similar measures can have different results, the impact of the 
pandemic depending on many factors. Investigating these typical effects is particularly im-
portant at the country level, in order to identify specific vulnerabilities.

Sarewitz et al. (2003) defines vulnerability as an inherent characteristic of individuals, 
communities, networks, infrastructure, and systems, capable of producing potential effects, 
regardless the risk of a particular shock, such as economic crises, natural and man-made 
disasters, or even terrorist attacks.

Analysing possible sources of vulnerability in the event of a pandemic, O’Sullivan and 
Bourgoin (2010) concluded that interdependencies in modern society are a disadvantage 
in this context. Hospitals and clinics depend on utilities and telecommunications, pharma-
ceuticals are closely related to transportation, the production of certain essential goods is 
relocated to other countries.

Moore et  al. (2016) constructed an infectious disease vulnerability index, taking into 
account variables from several key areas: demography, health, disease dynamics, political 
environment and economic development. Their results pointed out that the most vulnerable 
countries to an infectious disease are in Africa.

Gilbert et al. (2020) assessed the readiness and vulnerability of African countries to their 
risk of importing Covid-19, in relation to the healthcare capacity of a country. The results 
showed that the countries with the highest import risk have a moderate or high capacity to 
respond to outbreaks, and the countries with moderate risk have a variable capacity and a 
high vulnerability.

When dealing with powerful shocks, such as the Covid-19 pandemic, a very important 
feature is resilience. According to the literature, three main definitions of resilience where 
identified: i) the ability to recover from a shock, ii) the ability to resist to a shock and iii) the 
ability to adapt after a shock or to develop new growth paths (Boschma, 2015). Modica et al. 
(2018) identified two major characteristics of resilience: the ability to recover from shocks 
and the degree of preparedness.

Resilient societies and economies are those capable of absorbing different types of shocks. 
There is a need for a balance between economic, social and political stability on the one 
hand and dynamism and creativity on the other, necessary to identify optimal solutions to 
overcome crises (European Commission, 2020).

Human health is important for the health of the economy. The uncertainty and fears that 
people feel about their lives influence demand and supply. Because of that, the efficiency of 
economic measures depends, primarily and mainly, on the success of medical measures and 
pandemic control (Marinescu, 2020).

Hynes et al. (2020) highlighted the importance of resilience at several levels. At the na-
tional level, the strategic need is to support economic survival and recovery in the Covid-19 
context, taking into account the local demand and the possibility of local/regional production 
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and distribution. Another level is the company resilience, with a focus on preventing layoffs 
and bankruptcies. The third level is the household resilience, targeting the individual house-
hold’s needs – necessary goods, services and social support.

Smith-Bingham and Hariharan (2020) stated that the businesses that invest in financial 
and operational resilience procedures in order to manage global economic risks have a com-
petitive advantage, being better prepared to respond to this crisis and find recovery strategies.

Oppenheim et al. (2019) designed an Epidemic Preparedness Index, considering that a 
country’s level of preparedness for an epidemic/pandemic is essential in order to respond 
effectively. Their index comprises five areas: economic resources, public health communi-
cations network, public health system, infrastructure, and institutional capacity. The results 
indicated that the most prepared countries are found in Europe and North America.

For the USA, a guide to pandemic resilience was recently developed and the main strat-
egies identified as being effective were: innovative methodologies for testing a large number 
of people, ensuring the appropriate medical supply and infrastructure, development of pub-
lic health facilities, increase in medical staff, and clear mechanisms, norms and procedures 
(Edmond J. Safra Center for Ethics, 2020).

2. Data and methods 

Deriving from the objective, our research hypotheses are the following:

H1: Economic development grounded on connectivity (with risk areas) increases countries 
vulnerability to pandemics (cases, deaths and case fatality rate).

H2: Advanced age and associated diseases that raise the overall mortality rate increase 
countries vulnerability to pandemics (case fatality rate).

H3: The performance of the health system contributes to diminishing the negative effects 
of a pandemic.

We used in our research a number of 6 indicators of the Covid-19 pandemic and 27 so-
cio-economic indicators. These latter were grouped in 3 categories: population health-related 
indicators (life_expectancy, age_65_plus, median_age, obesity, smoking, pm2.5, basic_sanita-
tion, health_expenditure, physicians, hospital_beds), development and connectivity indicators 
(GDP, agr, ind, serv, FDI, exp, imp, international_tourism_expenditure, international_tour-
ism _receipts, hotel and restaurants_households expenditure, pop_density, urban_popula-
tion) and mortality indicators (deaths_total, crude_death_rate, mortality_households and 
pollution, mortality_severe_diseases, mortality_sanitation).

Among Covid-19 indicators, 5 variables (case_fatality_rate, deaths_rate, cases_rate, days_
peak and days_first_death) were computed based on the data retrieved from European Union 
databases – the European Center for Disease Prevention and Control, whereas the tests_rate 
was computed based on the data retrieved from the Statista database. Socio-economic indi-
cators were retrieved from the World Bank database – World Development Indicators and 
the Eurostat databases.

Covid-19 indicators were calculated as rates, expressed in percentages for case fatality rate 
and per 100,000 populations for the rest of the indicators. The reference day for the Covid-19 
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indicators was 13/04/2020. Socio economic indicators were computed as averages of the most 
recent three years for which data were available for the sake of the stability of the estimation. 
All the indicators are presented in Supplementary information 1.

In order to test the 3 hypotheses of our research, we used a 5-step methodology: i) cor-
relation analysis (parametric and nonparametric methods); ii) normality testing and out-
liers detection, iii) Principal Component Analysis, iv) TwoStep Cluster Analysis and v) 
Mann-Whitney U Test.
i) First, we have used correlation analysis with the purpose of identifying the association 
or the relationships between the two categories of variables included in our research: socio 
economic indicators and Covid-19 indicators. For the sake of the stability of the results, tak-
ing into consideration that the number of observations is not very large, we have used both a 
parametric (Pearson linear correlation coefficient-PC) and a non-parametric method (Kendall 
rank correlation coefficient-KC).
ii) Second, we have evaluated the data set in terms of the normality of the distribution of the 
variables that proved to correlate with the Covid-19 pandemic outcomes, as a prerequisite 
for the application of the Principal Component Analysis. The normality of the distribution 
was tested using the Shapiro-Wilk test, which is more appropriate when the sample is not 
too large.

In addition, in order to respond to the third hypothesis of the research, namely identi-
fying the factors that reflect the resilience capacity, we detected the countries that qualify 
as outliers for certain variables and analysed their situation in terms of how they dealt with 
the Covid-19 pandemic. With this purpose, we used in the analysis the box plots graphs in 
which the length of the boxes is a measure of the interquartile range whereas the outliers are 
represented by the scores that are greater than 1.5 times the interquartile range (Ghasemi & 
Zahediasl, 2012). The kernel density estimation allowed us to identify groups of countries 
with common features in terms of the factors of interest for our analysis.
iii) Third, we have used Principal Component Analysis (PCA) with the main purpose of 
synthesizing in a smaller number of new variables as much as possible of the variation of 
the initial variables, so that we can obtain fundamental factors that can explain differences 
between countries in terms of the response to the Covid-19 pandemic. In this respect, the 
scores of the principal components obtained in this stage were used in the cluster analysis 
for grouping the countries.

The PCA algorithm begins with the vector of the p initial variables:
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The first principal component is the linear combination of the elements of X, which has 
the maximum variance.

 1 11 1 12 2 1... p pC X X X= α +α + +α ,  (3) 

with the vector of the coefficients:
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The second principal component retains maximum from the remaining variance and it 
is uncorrelated with the first principal component:

 2 21 1 22 2 2... p pC X X X= α +α + +α  (7)

with the vector of the coefficients:
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chosen such as to maximize: 
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subject to the next two constraints:
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The vector which explains the most variance of the data is the first eigenvector. Likewise 
the second vector which explains most of the remaining variance is the second eigenvector, etc. 
iv) TwoStep Cluster Analysis (TSCA) has been chosen due to some advantages that it offers 
compared to the other classical methods, K-Means and Hierarchical clustering: it can handle 
both continuous and categorical variables, rapidly analyses large data sets and the number of 
clusters is automatically selected. 

This method implies a two stages procedure: a pre-clustering stage which finalizes with 
the creation of the Cluster Features Tree (CF) and obtaining clusters centres; and a cluster-
ing stage that employs an agglomerative clustering procedure in order to obtain a range of 
solutions.

In the first stage, the procedure involves computing two types of variance (Bacher et al., 
2004): 
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a) the variance of the continuous variables:
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where nv represents the number of the observations of cluster v, p is the number of con-
tinuous variables, ˆ represents the estimated total variance of the variable j and 2ˆ vjσ is 
the estimated cluster variance of variable j.

b) the entropy or the variance of the categorical variables: 
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where nv represents the number of the observations of cluster v, q denotes the number 
of categorical variables, nvjl represents the number of observations from cluster v that 
takes the l category.
The above mentioned variances represent the two parts of the dispersion (xv) within a 

given cluster v. This type of dispersion is used to compute the log-likelihood distance be-
tween any two clusters (i and s):
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Based on this distance, at each step, any two clusters that are at a minimum distance are 
merged, so that at the stage with k clusters the log-likelihood function is (Bacher et al., 2004):
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In the second stage of the TSCA procedure, the maximum number of clusters is estimated 
by means of the ratio changes of an information criterion (Schwarz, Bayesian Criterion-BIC 
or Akaike Information Criterion-AIC), while the optimal number of clusters is given by the 
ratio change in distance for k clusters.
v) We have applied Mann-Whitney U Test (M-WUT) with the purpose to compare the pairs 
of clusters obtained from TSCA, assumed to be unrelated or independent with respect to 
the Covid-19 indicators. This non parametric method has been chosen for its advantage: it 
can be applied to populations that are not normal distributed and in the presence of outliers.

3. Results

The 6 variables related to the Covid-19 pandemic and the 27 socio-economic indicators have 
been analysed by means of the 5-step methodology and the results demonstrate the research 
hypotheses. Correlation analysis highlighted the socio-economic factors that can be related to 
the Covid-19 pandemic outcomes. The analysis of normality pointed to some countries that 
qualify as outliers. Principal Component Analysis allowed us to synthesize in two factors the 
most relevant variables that could explain the differences between countries in terms of how 
they responded to the challenges posed by the health crisis. The cluster analysis highlighted 
the groups of countries with common features, and the Mann-Whitney U test allowed us 
to validate the hypotheses related to the factors that could explain the vulnerability of some 
countries to pandemics.
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3.1. Correlation analysis between Covid-19 indicators  
and socio-economic indicators

In order to measure the correlation between Covid-19 indicators and socio-economic in-
dicators, we applied a parametric method (Pearson linear correlation coefficient-PC) and a 
nonparametric method (Kendall rank correlation coefficient-KC). We ground our analysis on 
the outcomes of the last test. The results of the parametric method were used only to confirm 
the nonparametric method results. (Corder & Foreman, 2014). We took into consideration 
the fact that Pearson coefficient assumes the existence of linear relationships between the 
variables, and that the results could be biased in the presence of significant outliers.

The three indicators (case fatality rate_Covid-19, deaths rate_Covid-19 and cases rate_Covid 19),  
computed to measure the spread of the epidemic and the intensity of mortality due to Cov-
id-19, were correlated one by one with the three categories of socio-economic indicators: 
population health related indicators, development and connectivity indicators and mortality 
related to other causes indicators.

3.1.1. Correlation with population health-related indicators

Case fatality rate_Covid-19 was found to be positively correlated with the following indicators: 
life expectancy (KC = 0.25), health expenditure (KC = 0.23) and median age (KC = 0.21). 
The relationships were significant at the 0.05 level. Deaths_rate_Covid-19 correlated positively 
with indicators such as: life expectancy (KC = 0.64), basic sanitation (KC = 0.48), health 
expenditure (KC = 0.32), median age (KC = 0.25) and negatively with PM2.5 (KC = –0.42). 
Cases rate_Covid 19 correlated with the same indicators as deaths rate_Covid 19: positively 
with life expectancy (KC = 0.69), basic sanitation (KC = 0.51), health expenditure (KC = 0.32) 
median age (KC = 0.21) and negatively with PM2.5 (KC = –0.48). All the correlation coef-
ficients were significant at the 0.01 level, except for the correlation with the median age, 
significant at 0.05 level.

In conclusion, 3 socio-economic indicators were found to correlate significantly with all 
3 variables related to the epidemic with Covid-19: life expectancy, health expenditure and me-
dian age. In addition, for most of these indicators, the results of the nonparametric method 
were also supported by the results of the Pearson correlation coefficients (Table 1).

However, the direction of the relationship between the variables related to Covid-19 and 
the three socio-economic indicators mentioned above may seem surprising at first glance, ex-
cept for the relation with the median age. We assumed from the beginning that age is one of 
the indicators that can explain the differences between countries regarding their response to 
the epidemic. In other words, countries with an aging population are more vulnerable to such 
pandemics. Though, the results of the correlation analysis show that vulnerable are also the 
countries where life expectancy is high and so the health expenditure. In fact, these indicators 
seem to point also to the countries with an aging population, affected by specific diseases.

For example, for France, the country that obtained the highest case fatality rate_Covid-19 
(15.1%) in our sample, the three selected socio-economic indicators are presented as follows: 
life expectancy = 82.5 (years), health expenditure = 11.4 (%) and median age = 41.6 (years). 
In contrast, Slovak Republic, the country experiencing the lowest case fatality rate (0.3%), 
is characterized by: life expectancy = 77.2 (years), health expenditure = 6.9 (%) and median 
age = 40.2 (years).
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Table 1. Correlation analysis between population health-related indicators and Covid-19 indicators 
(source: authors’ computation using IBM SPSS Statistics 21)

Correlation 
Coefficients

Case fatality rate_Covid-19 Deaths rate_Covid-19 Cases rate_Covid-19
N

PC KC PC KC PC KC

life_expectancy 0.36* 0.25* 0.82** 0.64** 0.87** 0.69** 47

age_65_plus 0.35* 0.17 0.19 0.2 0.12 0.17 44
median_age 0.31* 0.21* 0.32* 0.25* 0.24 0.21* 47
obesity 0.04 0.03 0.08 0.02 0.06 0.02 44
smoking –0.08 0.01 –0.1 –0.13 –0.21 –0.19 44
PM 2.5 0 –0.1 –0.19 –0.42** –0.42** –0.48** 45
basic_sanitation 0.22 0.17 0.26 0.48** 0.32* 0.51** 47
health_expenditure 0.38* 0.23* 0.18 0.32** 0.17 0.30** 44
physicians 0.03 –0.06 0.31* 0.07 0.28 0.12 47
hospital_beds –0.13 –0.09 –0.16 –0.2 –0.24 –0.2 40

Note: PC – Pearson Correlation Coefficient; KC – Kendall’s tau_b Coefficient. * Significant at the 0.05 
level. ** Significant at the 0.01 level.

3.1.2. Correlation with development and connectivity indicators

According to the Kendall rank correlation coefficient, in the sample of the 48 European 
countries, case fatality rate_Covid-19 is significantly correlated only with the urbanization in-
dicator: urban population (KC = 0.38). The relationship is direct and significant at 0.01 level. 

Deaths Rate_Covid-19 is positively correlated at a 0.01 level of significance both with the 
indicators that measure the level of development and employment structure, as well as with 
the indicators that show the degree of agglomeration: GDP_per capita (KC = 0.52), services 
(KC = 0.43), urban population (KC = 0.36), population density (KC = 0.26). The exception 
is the indicator of the population employment in the agriculture sector which is negatively 
correlated with Covid-19 indicator (KC = –0.42).

Cases rate_Covid-19 correlates significantly with all the indicators with which death rate_
Covid-19 was correlated: GDP_ per capita (KC = 0.60), services employment (KC = 0.50), 
urban population (KC = 0.35), population density (KC = 0.20) and agriculture employment 
(KC = –0.45). In addition, it correlates with the indicator that measure households expend-
iture on hotels and restaurants (KC  =  0.25). This relationship is significant at 0.05 level  
(Table 2).

We can conclude that all three indicators Covid-19 are positively correlated with the de-
gree of urbanization, which draws attention to the fact that the share of the urban population 
can be an indicator used to signal the vulnerability of countries in times of health crisis. To 
this we can also add, as signal indicator, the share of the population employed in the services 
sector, which demonstrates the degree of connectivity of employment.

According to the correlation analysis, it seems that the level of development of the coun-
try and the degree of connectivity with other economies have influenced the degree of dis-
semination of the epidemic of Covid-19, while the agglomeration (urbanization) has also 
influenced the intensity of mortality.
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Table 2. Correlation analysis between development and connectivity indicators and Covid-19 indicators 
(source: authors’ computation using IBM SPSS Statistics 21)

Correlation 
Coefficients

Case fatality rate_Covid-19 Deaths rate_Covid-19 Cases rate_Covid-19  

PC KC PC KC PC KC N

GDP_per capita 0.21 0.15 0.36* 0.52** 0.63** 0.60** 46
agr –0.25 –0.12 –0.33* –0.42** –0.42** –0.45** 44
ind –0.03 0.05 –0.03 –0.03 –0.25 –0.11 44
serv 0.30* 0.12 0.44** 0.43** 0.61** 0.50** 44
FDI –0.11 –0.05 –0.04 –0.02 0.12 0.02 46
exp –0.2 –0.06 –0.05 0.09 0.19 0.13 45
imp –0.15 –0.08 –0.03 –0.05 0.24 0.01 45
international 
tourism_expenditure –0.21 –0.04 –0.25 –0.02 –0.17 –0.04 44

international  
tourism _receipts –0.11 –0.08 –0.15 –0.15 –0.05 –0.13 44

hotel and  
restaurants_
households 
expenditure

–0.06 0 0.09 0.15 0.19 0.25* 33

pop_density 0.2 0.28** 0.48** 0.26** 0.36* 0.20* 48
urban_population 0.38** 0.2 0.50** 0.36** 0.44** 0.35** 47

Note: PC – Pearson Correlation Coefficient; KC – Kendall’s tau_b Coefficient. * Significant at the 0.05 
level. ** Significant at the 0.01 level.

Still, there are also exceptions to this rule, such as Iceland, the second country least 
affected by Covid-19 mortality whose development and connectivity indicators are compa-
rable with those of Italy, the second most affected in terms of case fatality rate: employment 
in services = 79.25% (Iceland) compared to 70.3% (Italy) and urban population = 93.8% 
(Iceland) compared to 70.1% (Italy). The first explanation of the difference between these 
countries with regard to the case fatality rate may be the population density but we must 
not neglect the fact that Iceland has applied the policy of mass testing of the population for 
Covid-19 infection.

3.1.3. Correlation with mortality (related to other causes) indicators

The third category of variables that we assumed will be correlated with Covid-19 indicators 
is the intensity of mortality from other causes. We expected that countries in which mortality 
is in general high to experience also high mortality caused by Covid-19.

According to the Kendall rank correlation coefficient, case fatality rate_Covid-19 sig-
nificantly and positively correlates with the following mortality indicators: death (total) 
(KC = 0.29) and mortality_sanitation (mortality rate attributed to unsafe water, unsafe sani-
tation and lack of hygiene) (KC = 0.26). A significant but negative relationship can be noticed 
between case fatality rate_Covid-19 and mortality_diseases (mortality from CVD, cancer, 
diabetes or CRD between exact ages 30 and 70) (KC = –0.22).
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Table 3. Correlation analysis between mortality indicators and Covid-19 indicators (source: authors’ 
computation using IBM SPSS Statistics 21)

Correlation  
Coefficients

Case fatality rate_Covid-19 Deaths rate_Covid-19 Cases rate_Covid-19
N

PC KC PC KC PC KC

death_total 0.45** 0.29** 0.11 0.05 –0.07 –0.1 47
crude_death_rate –0.09 –0.06 –0.29* –0.32** –0.49** –0.41** 48
mortality_severe_
deseases –0.39** –0.22* –0.52** –0.63** –0.66** –0.69** 44

mortality_
households and 
pollution

–0.34* –0.15 –0.47** –0.51** –0.60** –0.59** 44

mortality_
sanitation 0.12 0.26* 0.34* 0.19 0.23 0.06 44

Note: PC – Pearson Correlation Coefficient; KC – Kendall’s tau_b Coefficient. * Significant at the 0.05 
level. ** Significant at the 0.01 level.

Deaths rate_Covid-19 turned out to be significantly but negatively correlated with the fol-
lowing mortality indicators: mortality_diseases (KC = –0.63), mortality_households and pol-
lution (mortality rate attributed to household and ambient air pollution, age-standardized) 
(KC = –0.51), crude_death_rate (KC = –0.32). The relationships are significant at 0.01 level.

Cases rate_Covid-19 proved to be correlated with the same indicators as deaths rate_Cov-
id-19: mortality_diseases (KC = –0.69), mortality_households and pollution (KC = –0.59), 
crude_death_rate (KC = –0.41) (Table 3).

The negative relationship between Covid-19 indicators and mortality (related to other 
causes) indicators is, at first glance, surprising. It would seem that countries that had high 
rates of mortality from different causes in the past are currently experiencing low mortality 
rates caused by Covid-19. An explanation for these negative relationships is that the virus 
has spread faster in the developed countries where it has done more victims compared to the 
countries where mortality from causes that may be related to the low level of development 
is, in general, quite high. 

Another explanation can be found in the differences between countries with respect to 
the accuracy of the records of the deaths caused by Covid-19, related also to the numbers of 
the tests performed.

To shed a light on these differences, we analysed the correlation between Covid-19 indi-
cators. As we expected case fatality rate_Covid-19 correlates positively both with cases rate_
Covid-19 and with the tests rate_Covid-19 and negatively with the indicator days_first death 
(number of days from the first confirmed case to the first death) (Table 4). 

Basically, it seems that countries that have managed to slow the spread of the infection 
have increased the number of days from the first case to the first death and have reduced 
case fatality rates. However, there are also some exceptions, countries where the number of 
days is high because for a long time from the first case the population has not been tested, 
governments not considering there could be a pandemic. 
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Table 4. Correlation analysis between Covid-19 indicators (source: authors’ computation using IBM 
SPSS Statistics 21)

Correlation 
Coefficients

Case fatality rate_Covid-19 Deaths rate_Covid-19 Cases rate_Covid-19
N

PC KC PC KC PC KC

case fatality rate_
covid-19

1 1 0.60** 0.48** 0.29* 0.22* 48

deaths rate_covid-19 0.60** 0.48** 1 1 0.83** 0.74** 48
cases rate_covid-19 0.29* 0.22* 0.83** 0.74** 1 1 48
tests rate_covid-19 –0.19 0.29** –0.04 0.05 0.55** –0.1 41
days_peak 0.45** 0.13 0.06 0.04 –0.12 –0.05 48
days_first death –0.13 –0.23* –0.16 –0.08 –0.15 –0.02 48

Note: PC – Pearson Correlation Coefficient; KC – Kendall’s tau_b Coefficient. * Significant at the 0.05 
level. ** Significant at the 0.01 level.

3.2. The analysis of normality and outliers identification

The analysis of the normality of the distribution (more precisely Shapiro-Wilk Test) showed 
first that all Covid-19 indicators fail to pass the null hypothesis of normality except for the 
indicator days_first death. 

Regarding case fatality rate_Covid-19, as the box-plot (Figure  1) and Kernel Density 
graphs (Supplementary information 2) demonstrate, a large number of countries qualify as 
outliers: France, Italy, United Kingdom, Belgium, Netherlands, Spain and San Marino. They 
form the core of the group of countries with a case fatality rate caused by Covid-19 of over 
8%, while the median value of the sample is only 2.5%. At the opposite end of the hierarchy 
there are countries such as Slovak Republic, Iceland, Latvia, Malta and Russian Federation, 
with the case fatality rate below 1%.

About the same remains the group of outliers in the case of the variables deaths rate_Cov-
id-19 and cases rate_Covid-19, the only difference being the very high rates recorded by 
San Marino. Kernel Density Estimation points to the existence of more than two groups of 
countries. 

The distribution of countries in terms of the tests rate_Covid-19 draws attention to Ice-
land, which had as a strategy in the fight against the virus large-scale population testing. The 
same strategy seems to have been followed by Luxembourg and Malta, a successful strategy 
if we take into consideration the case fatality rates, which range from 0.5% in Island to 2% in 
Luxembourg. It should be kept in mind, however, the fact that these are countries with small-
er number of inhabitants, and the strategy of applying a large number of tests was possible.

 The number of days from the first case to the epidemic peak (days_peak) varies between 
14 days in Liechtenstein and 72 days in the United Kingdom and the Russian Federation. 
The median value in this case is 33 days. The group of outliers (United Kingdom, Russian 
Federation, Sweden, France, Germany and Spain) seems to consist mainly of countries that 
began large-scale population testing with some delay. Except for the Russian Federation and 
Germany, all the other countries from the group experienced high rates of mortality caused 
by Covid-19 (deaths rates_Covid 19 range from 36.2% in Spain to 8.8% in Sweden).
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The variable days_first death is the only one of the category of Covid-19 indicators that 
meets the normality hypothesis. The median is much lower (19 days) compared to the previ-
ous analysed indicator, but the difference between the highest and the smallest value is larger 
(52 days compared to 49 days in the case of days_peak variable). The smallest value (3 days) 
was recorded by Albania, while the largest (55 days) by the Russian Federation (Figure 1).

Among the indicators that measure the mortality incidence, only crude_death_rate meets 
the hypothesis of normality (Shapiro-Wilk Statistic = 0.980, sig. = 0.568). The lowest crude_

Figure 1. Box-plots for Covid-19 Indicators (source: authors’ computation using IBM SPSS Statistics 21)
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death_rates were recorded by countries such Andorra, Turkey and Azerbaijan (less than 6 
deaths per 1,000 population) whilst the highest rates were reported by countries like Lithu-
ania, Serbia, Ukraine, Latvia and Bulgaria (over 14 deaths per 1,000 population). It is worth 
noting that many of the countries strongly affected by the Covid-19 epidemic have registered 
in the last years a general crude_death_rate near the median of the sample of 10 deaths per 
1,000 people (Italy, Belgium, France, United Kingdom and Spain). 

Moreover, the same group of countries is situated below the median of the sample (15.8%) 
in regards to the variable mortality_severe diseases (mortality from CVD, cancer, diabetes or 
CRD between exact ages 30 and 70) as well as regards the variable mortality_households and 
pollution (mortality rate attributed to household and ambient air pollution, age-standardized, 
per 100,000 population). In the case of the latter indicator, the Nordic countries (Sweden, 
Finland, Norway and Iceland) performed the best in the last years, having less than 9 deaths 
per 100,000 persons.

As the Kernel Density graphs show, in terms of mortality rates, European countries tend 
to separate into two groups. Developed countries form the group with low mortality rates, 
although nowadays they are most affected by Covid-19 infection (Supplementary informa-
tion 2). 

Only in the case of the variable mortality_sanitation (mortality rate attributed to unsafe 
water, unsafe sanitation and lack of hygiene, per 100,000 population), countries such as Ger-
many, Belgium, France, United Kingdom, the Netherlands, Spain and Sweden are situated 
above the median of the sample, a situation that explains the positive correlation between 
case fatality rate_Covid-19 and mortality_sanitation (Figure 2).

Among the population health-related indicators, only health expenditure (% of GDP) 
proved to meet normality hypothesis (Shapiro-Wilk Statistic = 0.978, sig. = 0.550). Life ex-
pectancy ranges from 71.6 years in Ukraine to 85.6 years in San Marino, Kernel Density 
graph highlighting the existence of two groups of countries, formed on either side of the 
median (79 years) (Supplementary information 2). Except for a small group of countries 
whose median age is under 32 years (Kosovo, Turkey and Azerbaijan), the distribution of 
European countries is close to the normal one in terms of the above mentioned variable. The 
highest median age is registered in Italy and Germany, of over 46 years. Many of the devel-
oping countries qualify as outliers with respect to the variable basic sanitation (people using 
at least basic sanitation services, % of population): Moldova, Romania, Bulgaria, Russian 
Federation, Georgia, Ireland and Latvia being at the lower end of the distribution (Figure 3).

Among the indicators related to the level of development and connectivity of the coun-
tries in the sample, serv (employment in services, % of total employment) and urban popula-
tion (% of total population) proved to have a normal distribution (Shapiro-Wilk = 0.957 for 
the first variable and 0.950 for the second, with p-value = 0.102 for serv and 0.070 for urban 
population). The same shape of the distribution is outlined by the graphs in the case of GDP 
per capita, if Luxembourg is removed from the sample. 

Concerning the indicator agr (employment in agriculture, % of total employment), sev-
eral countries appear as outliers (Armenia, Azerbaijan, Moldova, Albania and Georgia), with 
a share of the population employed in this sector above 30%. Countries such as Malta, Bel-
gium, Great Britain, Luxembourg and Germany have only 1% of the population employed 
in the primary sector.
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Figure 2. Box-plots for mortality indicators (source: authors’ computation using IBM SPSS Statistics 21)

 Figure 3. Box-plots for population health-related indicators  
(source: authors’ computation using IBM SPSS Statistics 21)
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Even for the serv and urban population variables, the graphs show large differences be-
tween the countries that are at the two tails of the distribution: Albania and Georgia with 
less than 45% population employed in services compared to Netherlands and Luxemburg 
with over 81%; Malta with 14.3% urban population compared to Belgium, San Marino, Lux-
embourg, Iceland, Netherlands and Lithuania with over 90% urban population (Figure 4).

3.3. Dimension reduction. Principal Component Analysis (PCA)

The first two principal components explain 74% of the variance of the 6 variables included 
in the PCA. The eigenvalue for the first principal component (after rotation) is 2.85. This 
principal component explains 47% of the variance of the initial variables. The eigenvalue for 
the second principal component (after rotation) is 1.58. This component explains 26% of the 
variance of the initial variables. 

The KMO (Kaiser-Meyer-Olkin Measure of Sampling Adequacy) value, which is greater 
than 0.5, demonstrates that the solution with the two components is acceptable, although by 
including other variables in the PCA a better solution could be found.

Bartlett’s Test of Sphericity result proves that the null hypothesis which states that the 
correlation matrix is an identity matrix can be rejected at 0.01 level of significance. More 
precisely the variables are suitable to be used for factor detection (Table 5).

Figure 4. Box-plots for development and connectivity indicators  
(source: authors’ computation using IBM SPSS Statistics 21)
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The communalities, as an expression of the common variance, range from 0.360 for ur-
ban population to 0.931 for the variable crude death rate. More precisely, the two extracted 
principal components explain 36% of the variance of the variable urban population and over 
93% of the variance of the variable crude death rate.

The component loadings, which measure the correlation between principal components 
and initial variables, show that variables such as: serv, GDP per capita, health expenditure 
and urban population strongly correlate with the first principal component while median 
age and crude death rate with the second principal component. Crude death rate negatively 
correlates with the first component, whereas GDP per capita and serv with the second com-
ponent (Table 6). 

We named the first principal component development and connectivity and the second 
principal component population aging and mortality.

Table 5. Total variance explained in the 2-component PCA (source: authors’ computation using IBM 
SPSS Statistics 21)

Compo-
nent

Initial Eigenvalues Extraction Sums of Squared 
Loadings

Rotation Sums of Squared 
Loadings

Total % of 
Variance

Cumula-
tive % Total % of 

Variance
Cumula-

tive % Total % of 
Variance

Cumula-
tive %

1 2.86 47.70 47.70 2.86 47.70 47.70 2.85 47.44 47.44

2 1.56 25.99 73.70 1.56 25.99 73.70 1.58 26.26 73.70
3 0.80 13.33 87.02            
4 0.47 7.83 94.86            
5 0.19 3.11 97.97            
6 0.12 2.03 100.00            

Kaiser-Meyer-Olkin Measure of Sampling Adequacy 0.602
Bartlett’s Test of Sphericity (Approx. Chi-Square) 118.109**

Note: Extraction Method: Principal Component Analysis. ** Significant at the 0.01 level.

Table 6. Communalities and component loadings in the 2-component PCA (source: authors’ computa-
tion using IBM SPSS Statistics 21)

Variables
Communalities Component Matrixa Rotated Component Matrixb

Initial Extraction 1 2 1 2

median_age 1.000 0.878 0.302 0.887 0.398 0.848
heatlh_expenditure 1.000 0.575 0.746 0.137 0.756 0.054
GDP_per_capita 1.000 0.843 0.907 –0.143 0.886 –0.242
serv 1.000 0.835 0.912 0.066 0.913 –0.035
urban_population 1.000 0.360 0.572 0.182 0.589 0.118
crude_death_rate 1.000 0.931 –0.484 0.834 –0.390 0.882

Note: Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Nor-
malization; a. 2 components extracted; b. Rotation converged in 3 iterations.



802 G. C. Dimian et al. Vulnerability and resilience in health crises. Evidence from European countries

3.4. Cluster analysis. TwoStep Cluster Analysis (TSCA)

We applied TSCA for each of the principal component extracted from the initial variables 
and the 40 countries from the sample grouped in two clusters (Luxembourg was excluded, 
being an outlier in terms of GDP per capita, whereas Albania, Andorra, Bosnia and Herze-
govina, Liechtenstein, Kosovo, San Marino, due to missing data). 

The two clusters based on the first principal component, development and connectivity, 
exhibit the following features: 

Cluster 1

 – Includes 22 countries: Armenia, Azerbaijan, Belarus, Bulgaria, Croatia, Czech Republic, 
Estonia, Georgia, Hungary, Latvia, Lithuania, Malta, Moldova, North Macedonia, Poland, 
Romania, Russian Federation, Serbia, Slovak Republic, Slovenia, Turkey and Ukraine (Fig-
ure 5).

 – Is negatively correlated with development and connectivity component: mean score = –0.78, 
median score = –0.70, while overall median = –0.10.

 – For all the socio economic indicators the overall median (OM) is over the group median 
(GM): health expenditure = 6.6% (OM = 8.2%); GDP per capita = 24079$ (OM = 30010$); 
serv = 60.2% (OM = 68.2%); urban population = 61.8% (OM = 70.7%).

 – As regards the indicators related to Covid-19 pandemic, the overall median (OM) is 
again over the group median (GM) for the following variables: case fatality rate = 2.1% 
(OM = 2.5%); crude death rate = 0.6 (OM = 1.6); cases rate = 33.7 (OM = 57.7); tests 
rate  =  505.8 (OM  =  772); days_peak  =  33 (OM  =  36), except for the indicator days_
death = 23.5 (OM = 21).

Figure 5. The two clusters based on the first principal component, development and connectivity 
(source: authors’ computation using Tableau Public 10.4)
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Cluster 2

 – Includes 18 countries: Austria, Belgium, Cyprus, Denmark, Finland, France, Germany, 
Greece, Iceland, Ireland, Italy, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, 
and United Kingdom (Figure 5). 

 – Is positively correlated with development and connectivity component: mean score = 0.96, 
median score = 0.97, while overall median = –0.10.

 – For all the socio economic indicators the overall median (OM) is well below the group 
median (GM): health expenditure  =  10% (OM  =  8.16%); GDP per capita  =  44273$ 
(OM = 30010$); serv = 77% (OM = 68.2%); urban population = 80.1% (OM = 70.7%). 

 – With respect to the indicators related to Covid-19 pandemic, the overall median (OM) is 
again well below the group median (GM): case fatality rate = 4% (OM = 2.52%); crude 
death rate = 5.9 (OM = 1.6); cases rate = 148 (OM = 57.7); days_peak = 39.5 (OM = 36), 
with exception of the indicators tests rate  =  1118 (OM  =  772); and days_death  =  17.1 
(OM = 21). 
TSCA also led to the formation of two clusters in the case of the component population 

aging and mortality.

Cluster 1

 – Includes 8 countries: Armenia, Azerbaijan, Cyprus, Iceland, Ireland, Malta, Norway and 
Turkey (Figure 6).

 – Is negatively correlated with population aging and mortality component: mean score = –1.56, 
median score = –1.42, while overall median = 0.10.

Figure 6. The two clusters in the case of the component, population aging and mortality  
(source: authors’ computation using Tableau Public 10.4)
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 – For the social indicators the overall median (OM) is over the group median (GM): median 
age = 36.8 (OM = 41.7); crude death rate = 6.8 (OM = 10).

 – With respect to the indicators related to Covid-19 pandemic, the overall median (OM) 
is again over the group median (GM) for the next variables: case fatality rate  =  1.5% 
(OM = 2.5%); days_peak = 32 (OM = 36), days_death = 17.6 (OM = 21) except for the 
indicators crude death rate=1.7 (OM = 1.6); cases rate = 92 (OM = 57.7); tests rate = 1091.5 
(OM = 772).

Cluster 2

 – Includes 32 countries: Austria, Belarus, Belgium, Bulgaria, Croatia, Czech Republic, Den-
mark, Estonia, Finland, France, Georgia, Germany, Greece, Hungary, Italy, Latvia, Lithu-
ania, Moldova, Netherlands, North Macedonia, Poland, Portugal, Romania, Russian Fed-
eration, Serbia, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, United Kingdom 
and Ukraine (Figure 6).

 – Is positively correlated with population aging and mortality component: mean score = 0.39, 
median score = 0.22, while overall median = 0.10.

 – For the social indicators the overall median (OM) is below the group median (GM): me-
dian age = 42.4 (OM = 41.7); crude death rate = 10.7 (OM = 10).

 – With regard to the indicators related to Covid-19 pandemic, the overall median (OM) 
is again below the group median (GM) for the next variables: case fatality rate  =  3% 
(OM  =  2.5%); days peak  =  36.6 (OM  =  36), days_death  =  21.6 (OM  =  21) except for 
the indicators crude death rate  =  1.5 (OM  =  1.6); cases rate  =  53.6 (OM  =  57.7); tests 
rate = 665.5 (OM = 772). 

3.5. Independence testing. Mann-Whitney U Test 

We tested the first two research hypotheses by means of a nonparametric method Mann-
Whitney U Test (M-WUT). The results of the M-WUT, significant at a 0.01 level proved that 
there are significant differences between countries from the two clusters formed in terms of 
development and connectivity regarding the case fatality rate_Covid-19. The effect size, or the 
degree of associations between the two variables, is a medium large one (ES = 0.45). More-
over, the first cluster obtained a mean rank of 15.73 which appear to be at great distance from 
the mean rank of the second cluster, of 26.33.

The same result, but even more conclusive, was obtained in the case of two other indica-
tors related to the Covid-19 pandemic: cases rate and deaths rate. The results of the M-WUT 
were significant at a 0.01 level and demonstrated that there are significant differences between 
the two clusters as regards the above mentioned variables. In this case, the effect size, or the 
degree of association is large (ES = 0.75). The mean rank obtained by the countries in the 
first cluster represents less than half of the average rank of the second cluster.

There are significant differences between the countries from the two clusters also in terms 
of the tests rate_Covid-19. This fact leads us to the idea that this indicator can be an explana-
tion of the differences between the two groups regarding the response to Covid-19 pandemic, 
but also a factor that can signalize the resilience capacity of a country (Table 7).
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Table 7. The results of the Mann-Whitney U Test (source: authors’ computation using IBM SPSS Sta-
tistics 21)

Covid-19 Indicators
Mann-Whitney 

U Z ES Mann-Whitney 
U Z ES

development and connectivity population aging and mortality

case fatality rate_covid-19 93 –2.855** 0.45 65 –2.130* 0.34

deaths rate_covid-19 24 –4.730** 0.75 124 –0.135 0.02
cases rate_covid-19 23 –4.758** 0.75 96 –1.082 0.17
tests rate_covid-19 98 –2.218* 0.35 80 –1.328 0.21
days_peak 128.5 –1.892 0.30 91.5 –1.236 0.20
days_first death 176 –0.599 0.09 103.5 –0.829 0.13

Note: /ES z n=  is the Effect Size. **significant at 0.01 level. * significant at 0.05 level.

The M-WUT results showed that there are significant differences between clusters formed 
based on the population aging and mortality factor only in terms of case fatality rate_Cov-
id-19. The effect size, or the degree of associations between the two variables, is a medium 
one (ES = 0.34). In the case of the other variables related to Covid-19 pandemic, there were 
no significant differences between the two clusters.

Discussions and concluding remarks

The objective of this research was to identify socio-economic indicators that can signal coun-
tries’ vulnerability to health crises and indicators that can measure the resilience capacity. 
We intended to draw some lessons from the countries common experience to the Covid-19 
pandemic and to find what is to be learned from the particular cases.

We studied a number of 48 European countries and investigated a set of 6 indicators that 
depict the Covid-19 pandemic situation in these countries as well as 27 economic and social 
indicators grouped into three categories: population health-related indicators, development 
and connectivity indicators and mortality indicators. This research was written during the 
mid of the first wave of Covid-19 pandemic crisis using available official data, and some of 
them could be reviewed. We have assumed this limitation for a higher purpose: better un-
derstanding the economic resilience.

The methodology was selected so as to ensure the verification of the research hypotheses. 
We assumed that certain categories of economic and social factors can signal the vulnerability 
of a country in the case of a pandemic, such as economic development based on connectiv-
ity. In addition, population characteristics, advanced age and associated diseases and high 
mortality rates may be other indicators of vulnerability. Young countries with low mortality 
rates are likely to have a greater resilience capacity as well as countries with performing 
health systems. 

In a first stage, the correlation analysis was employed with the aim of identifying the 
factors that correlate significantly with the indicators of the Covid-19 pandemic. From the 
category of factors that can influence the population’s health, the most relevant in relation 
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to the Covid-19 pandemic are: the median age of the population, life expectancy, health 
expenditures and access to basic sanitation. The results obtained are very interesting: there 
is a very strong direct relationship between Covid-19 mortality rate and life expectancy, 
indicating the major effects of this pandemic in well-developed countries. This conclusion 
is also supported by the direct relationship between the mortality rate and the median age 
obtained from the analysis. Moreover, a particularly interesting aspect is the statistically sig-
nificant direct relationship between case-fatality rate and health expenditure. Countries with 
a well-organized health system, which provides good living conditions for the elderly, are a 
model of development in today’s world. But the analysis indicated the vulnerability of these 
countries to the Covid-19 pandemic, their citizens being the most affected. Old age was, 
in the first wave of the pandemic, the main influencing factor of Covid-19 mortality. Even 
high-performing health systems have failed to mitigate the serious effects of the pandemic. 
These results represent the first step in drawing the conclusion that one of the indicators that 
can signal the vulnerability of countries in the face of pandemics is the age of the population, 
more precisely the advanced age. The size of the health expenditures could be an indicator 
of the resilience capacity after such pandemics, but only to the extent that they are directed 
towards preventing the occurrence of diseases associated with age.

Regarding the factors that reflect the level of development and connectivity, the indicators 
of Covid-19 pandemic were positively correlated with GDP per capita, employment in servic-
es and the degree of urbanization. Once again, developed countries have proven to be more 
vulnerable. We saw that characteristics that define economic progress and efficiency (GDP 
per capita, development of the services sector, urbanization) are associated with a greater 
impact of the Covid-19 pandemic. The degree of urbanization is an indicator of vulnerability 
because large urban agglomerations can facilitate the spread of the virus, while the high share 
of employment in services indicates an increased level of connectivity which in the pandemic 
can be considered a disadvantage.

As expected, Covid-19 indicators were significantly correlated with mortality indicators, 
but the direction of the relation appeared surprising at first glance: countries with high over-
all mortality rates have low mortality rates due to the infection with Covid-19. But the coun-
tries where the general mortality rate is higher are less developed, consequently the health 
system is less efficient, the life expectancy is lower, so the median age is lower. As the elderly 
population was most affected by the first wave of the pandemic, countries with a younger 
population recorded relatively lower losses.

In the second stage of the analysis, the previously selected indicators were investigated in 
terms of the shape of the distribution. We identified the countries that qualify as outliers and 
analysed their particular situation in order to find the factors that made them vulnerable or 
those that determined their resilience capacity. Among the latter there are Iceland and Ger-
many, countries with a high-performance health system. Iceland is one of the countries with 
the lowest mortality rates, and in the fight against the Covid-19 epidemic it has managed to 
apply the strategy of population large-scale testing. Germany, although vulnerable in terms of 
many social indicators (population age, mortality rate, urban agglomeration and rather late 
onset of the epidemic) has managed to keep case fatality rates at very low levels compared 
to France, Italy, Spain or the United Kingdom.
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In order to test the research hypotheses and to verify if there are significant differences 
between the European countries in terms of the response to the Covid-19 pandemic, we 
applied Principal Component Analysis for factor identification and then TwoStep Cluster 
Analysis for grouping the countries. The cluster analysis based on the development and con-
nectivity component divided the European countries into two main groups: Eastern and 
Western Europe. Western countries, better developed and with good connectivity, have suf-
fered more from the pandemic compared to Eastern European countries. The Mann-Whitney 
U Test showed that indeed factors such as development and connectivity, respectively age and 
mortality significantly influence the country’s ability to cope with health crises.

All methods used in this analysis led to the same general conclusions. Old age is a par-
ticularly important factor in the Covid-19 pandemic, the most affected countries being those 
with an aging population. Also, although developed countries usually have stronger resilience 
mechanisms and are able to quickly implement shock reduction policies, they have been the 
most vulnerable to the pandemic. We aim to analyse in a future study the medium-term im-
pact of the pandemic and how countries have really managed to adapt to the new dynamics 
imposed by the pandemic, both in terms of health systems, as well as of economic recovery. 
Last but not least, the high degree of connectivity also meant a high level of dependence, 
an important lesson being related to outsourcing versus the production of basic goods and 
services in the country.

We deduced from these results that the economies of the future will have several char-
acteristics that will ensure their success. First of all, “young” economies are a desideratum, 
so effective policies are needed to increase the birth rate, to support young people, to ensure 
the work-family balance, and to attract or maintain young people in the country. Also, the 
return to an upward trend in the economy needs a balanced and flexible business environ-
ment, based on technology and digitalization, which should include creative and innovative 
activities, environmentally friendly and sensitive to the health needs of the population. Dig-
italisation of work is already becoming a common practice, so new skills will be needed, and 
the education system must adapt quickly to new requirements. 

Health systems need to be reorganized, rethought so that a pandemic can be better dealt 
with. Information technology will play an increasingly important role in the development of 
health systems and will allow an efficiency of the system, both from the point of view of the 
doctors’ activity, and from the point of view of the patient’s safety. In particular, the perfor-
mance of the health systems could be improved through quantitative investments (number 
of hospitals and medical centres, state-of-the-art facilities, a sufficient number of medical 
staff) as well as qualitative investments: effective policies to reduce demographic aging, health 
education, improved sanitary conditions and access to healthcare. There is also a clear need 
to continue and strengthen national programs targeting modern chronic diseases as well as 
disease prevention programs.
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