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Abstract. This study examined the effect of the relationship between saving and capital expan-
sion on financial and technological development in three GCC countries using panel data from 
1990 to 2019. The study used panel least squares, feasible general least squares, dynamic or-
dinary least squares and fully modified ordinary least squares used in the study. The findings 
showed that there was a significant positive long-run relationship between capital expansion and 
financial development and was a positive and insignificant long-run relationship between saving 
and financial development. Conversely, the study showed that there was a significant positive 
long-run relationship between saving and technological development. Meanwhile, there was a 
negative long-run relationship between capital expansion and technological development. Pair-
wise Granger causality test results showed that there was bidirectional causality between saving 
and financial development, a single causal direction from Adjusted net national income and 
financial development and a single causal direction from technological development and saving 
and Inflation, consumer prices. The main conclusions of the study were saving tends to support 
technological development, while investment tends to improve financial development. Therefore, 
GCC countries should formulate a long-term growth strategy in all sectors to determine their 
development requirements in light of the available resources.

Keywords: capital expansion, saving, economic growth theory, financial development, technologi-
cal development, panel cointegration.
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Introduction 

The importance of saving in emerging countries depends on the ability of the country to 
select and follow the appropriate model to activate the investment function so that the pro-
portion of national saving is maintained through reliance on available investment restric-
tions (Arndt, 1991). Growth theory indicates that financial development depends on savings 
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ratios and that the ability to increase saving and capital expansion depends on the level of 
technology used (Singh, 2009; Solow, 1988). The success of the savings contribution to fi-
nancial development depends on how long a country can exploit its production resources 
by increasing the amount of capital and assets used in the production process (Mason, 1988; 
Dermirguc-Kunt, 2006; Chao et al., 2019).

In this view, the importance of saving is closely related to the characteristics of the Gulf 
Cooperation Council (GCC) countries. Since they have oil and natural gas resources, these 
countries can obtain savings ratios in order to achieve economic wealth more easily than 
surrounding countries. The presence of wealth and economic resources in the GCC countries 
enhances foreign investment and requires the optimal use of resources. In addition, increased 
capital expansion efficiency helps enhance capital and alleviate resource scarcity. The majority 
of countries saving is not directly reflected in financial development, as many countries that 
are poor in economic resources are working to creating investments to create an environ-
ment for investments and thus enhance the saving processes for various productive sectors. 
Therefore, saving is more sensitive to the necessity of adapting to technology, and it may be 
reflected in financial development (Aghion et al., 2016).

Financial development in the GCC countries has led to noticeable gross domestic product 
(GDP) development GDP increased by 7% in 2019 compared to a 2% increase in 2018. How-
ever, economic growth seemed to recover with the economic diversification and environmen-
tal sustainability challenges faced by the GCC countries, so that investment increased, and 
climate resilience was considered.

Country-level differences in economic wealth and income exacerbate the differences be-
tween rich and poor countries, and these differences exceed the savings ratios between them. 
In fact, (World Bank, 2019) have shown that middle income countries have Higher rates of 
saving than high income countries, leading to the following question: Can GCC countries 
increase the growth of saving or capital expansion? To answer this question, it is necessary 
to diagnose the relationship between saving, capital expansion and financial development. 

Specifically, the present study analysed on how the relationship between these two factors 
affected financial and technological development through the lens of economic growth theo-
ry. Neoclassical theory indicates that saving plays a prominent role in investment in order to 
enhance financial development. Ramsey (1928) explained that saving models are in line with 
economic theory while saving models are not in line with early-stage neoclassical models; 
this matter reinforces the need to create saving behaviour that is in line with the economic 
growth model through increased investment (Bebczuk, 2000)..

Savings ratios a basic factor in the economic growth model and are determined by max-
imising the levels of consumption and interaction between markets. Meanwhile, techno-
logical changes have become a necessity and another important determinant of economic 
growth, and human capital has been added to the capital considered in the economic growth 
equation (Mankiw et al., 1992; Attanasio et al., 2000; Aghion et al., 2009).

Many studies have linked the relationship between saving that brings in investments and 
its effect on technological growth through international trade and the importing of techno-
logical products (Coe & Helpman, 1995; Coe et al., 1997; Kwark & Shyn, 2006). Imported 
technology contributes to technological development and adapts to it in light of the presence 
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of strong capital working to regulate foreign trade (Kwark & Shyn, 2006; Park, 2004; Le, 2008; 
Le & Bodman, 2011). Bodman and Le (2013) pointed out that technology enhances produc-
tivity and has a direct impact on foreign investment due to the strengthening of research 
and development processes and manpower training. Technology transfer and development 
occurs through knowledge sharing between countries, economic freedom and capital stock 
trading, which enhance market strength. Likewise, freedoms in foreign investment enhance 
international production and increase foreign capital, which, in turn, improves the economic 
growth of the host countries (Hansen & Rand, 2006). In recent years, GCC countries have 
sought to conduct an industrial, economic and financial revolution that is compatible with 
the global competitiveness index and the goals of sustainable development.

According to the literature (e.g., Coe & Helpman, 1995; Coe et al., 1997; Kwark & Shyn, 
2006; Attanasio et al., 2000; Aghion et al., 2009) the effect of saving and capital expansion 
on technological and financial development has not been sufficiently researched. Although 
some studies have examined the relationship between saving and capital expansion in terms 
of technological or financial development, there is a research gap in linking the two com-
ponents and studying the effect of the relationship of these variables on technological and 
financial development. This study aimed to address this gap. Furthermore, to the best of our 
knowledge, the current study is one of the first studies to examine economic growth theory 
in GCC countries, which represent a rich environment of economic wealth and a high level 
of income. 

Specifically, this study helps strengthen the theoretical and applied literature on the ef-
fect of the relationship between saving and capital expansion on technological and financial 
development in the GCC countries for the period of 1990–2019. This study applied panel 
regression, fixed effect (FE), feasible generalised least squares (FGLS), fully modified ordinary 
least squares (FMOLS) and dynamic ordinary least squares (DOLS) models to ensure robust-
ness and extract results that would help decision makers understand the sensitivity of saving 
behaviour and capital expansion in enhancing technological and financial development, es-
pecially in light of financial crises, in order to develop alternative plans to mitigate negative 
economic impacts. Furthermore, VAR Granger causality test, which was run to demonstrate 
the causal relationships among the study variables.

This paper is organised as follows. After this introduction, the literature review is de-
scribed in the second section. The third section details the methodology, data and models. 
The fourth section presents the empirical findings, and the conclusion and policy implica-
tions are discussed in the final fifth section.

1. Literature review 

Theoretical models of financial and technological development will be discussed in this sec-
tion within the context of diagnosing and analysing the literature on economic growth the-
ory, and the role of saving and capital expansion in financial and technological development 
will be highlighted. Positive changes in the financial system have an impact on economic 
growth by mobilising saving and capital expansion. Although studies have examined the 
relationship between saving, capital expansion and financial growth, the results were mixed. 
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This study focused on the following question: How do saving behaviour and capital ex-
pansion impact on financial and technological development by GCC countries? How do VAR 
Granger causality test demonstrate the causal relationships among the study variables? The 
theoretical answer to these questions explained in these studies which can be divided into 
two groups. The first group discussed the effects of saving and capital expansion on financial 
development, while the second group explained the effects of saving and capital expansion 
on technological development. 

1.1. The effects of saving and capital expansion on financial development 

Many studies have suggested that saving leads to growth, while others have proposed the 
opposite scenario. According to Romer (1986), Masih and Peters (2010) and Lucas (1988), 
saving contributes to increases in investments and, therefore, reflects positively on growth 
and investment capital as a second stage of growth. Ang (2007) and Attanasio et al. (2000) 
focused on neoclassical growth theory, which points out that saving increases capital and 
leads to economic growth and saving precede economic growth. This idea was strengthened 
by other studies. For example, Alguacil et al. (2004) found that highly active saving behav-
iour increases economic growth and that there is a long-term relationship between domes-
tic saving and investment. Jangili (2011) and Khundrakpam and Ranjan (2010) analysed a 
cointegration relationship and pointed to an indirect causal relationship through which one 
seeks to increase saving in order to enhance investments and thus increase economic growth. 

Many studies, such as those by Abu (2010), Patra et al. (2017) and Ma and Li (2016), 
confirmed that there is a long-run relationship between saving and investment in developed 
countries, as saving is the first step towards eventual conversion to investments, which leads 
to financial growth.

Other studies found that the relationship between saving, investment and growth depends 
on different factors or found no relationship between them. For example, Carroll et al. (2000) 
and Tang and Tan (2014) argued that saving and growth simultaneously depend on the 
characteristics and wealth of countries. They found that a high level of growth led to a high 
level of saving, which then contributed to economic development. Odhiambo (2009) found a 
causal, two-way relationship between saving and economic growth. However, Sothan (2014) 
did not find a causal relationship between saving and economic growth.

Verma (2007) and Bist and Bista (2018) suggested that there is a negative relationship 
between saving and economic growth due to a lack of effective coordination between foreign 
companies to suit local capabilities. Aghion et al. (2016) argued that the use of international 
cash flows between companies hurts financial markets and impedes economic growth in 
emerging countries because they do not have the capability to effectively manage the finan-
cial markets. Chao et al. (2019) found that country-level differences between regulations, 
instructions and laws affect saving levels and the nature and shape of investments. Alguacil 
et al. (2004) indicated that saving leads to financial and economic growth through liquidity 
instructions that raise saving rates. Furthermore, foreign saving may increase investment and 
growth (Guterries & Solimano, 2007). Attanasio et al. (2000) explained that saving heavily 
leads to positive investment and growth rates. Krieckhaus (2002) found that increasing public 
saving enhances economic growth through the effect of national investments.
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Recent studies have shown that other indirect factors affect investment and capital. For 
example, Rehman et al. (2019) indicated that increasing credit in commercial banks led to fi-
nancial development and that this effect was strengthened through governance and diversifi-
cation; this phenomenon also involved hedging credit risks, which increased capital adequacy 
and enhanced investment. Sarker and Khan (2020) used the ARDL model and identified a 
long-run relationship between GDP and driver of investments. Schotten and Morais (2019) 
indicated that investment and capital gains increase due to transparency in decision making 
and lead to a level of protection for organisational goals. Acheampong (2019) pointed out 
that harmony in financial development occurs through compatibility between foreign capital 
and developing individual’s demand.

A government’s preliminary is pool, move and allocate available resources among indus-
trial sectors in order to boost growth. Mason (1988) pointed out that developed countries 
are having difficulty attracting foreign investments, as they have proven that an increase in 
saving and investments leads to economic growth; therefore, these countries are not trying 
to increase the foreign investment sector, especially in light of the possibility of financial cri-
ses. Unlike in developing countries, the nature of the impact saving is positive in developed 
countries, reinforcing the negative relationship between saving and investments on economic 
and financial growth.

Many studies have focused on accelerating domestic saving to finance accumulated cap-
ital and increase income and economic growth. Some studies have found reverse causation 
between saving and economic growth, such as suggesting that growth precedes saving. For ex-
ample, Keynesian theory has an opinion on the level of income that determines the amount of 
savings and that the effect of saving on growth may be exaggerated (Tang & Tan, 2014). How-
ever, the results are mixed as to whether saving leads to growth or growth leads to saving; this 
relationship depends on the economic life cycle, as shown by Bolarinwa and Obembe (2017). 

Some studies have argued that growth comes first and leads to an increase in saving. For 
example, Narayan and Narayan (2006), Abu (2010), argued that economic growth leads to 
saving growth in developed countries. Using the vector error correction (VEC) model, Saltz 
(1999) demonstrated that higher growth leads to increased saving; however, saving depends 
on the nature of the country’s available resources and the level of income, which enhances 
consumption and increases the rate of saving. Katircioglu and Nartaliyeva (2006) and Anoruo 
and Ahmad (2001) stated that there is a directional trend from economic growth to the do-
mestic saving rate. Country-level differences in the relationship between saving and growth 
are based on income heterogeneity. Mohan (2006) explained that high income countries have 
a causality from economic growth to saving rate growth, confirming the results of Misztal 
(2011), who found that causality between saving and growth differed between countries 
based on the level of GDP.

1.2. The effects of saving and capital expansion on technological development 

Banks are where savings are retained, which they try to extend in the form of investment 
credit loans to clients. Bank-related saving also helps strengthen the capital markets through 
which all financial systems are mobilised, and capital market development enhances tech-
nological progress in several ways. First, adaptation to technology requires a large amount 
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of capital, which can be easily used in financial systems. Hicks (1969) confirmed that indus-
trial revolutions bring capital and that industrial advancements occur through technology. 
He noted that adapting to technology requires a certain level of liquid capital investments. 
Financial markets lead to technology-related risks for investors. Hicks (1969) pointed out, 
however, that most technological innovations took place before the industrial revolution and 
that the adaptation and implementation of technology in industries require liquidity and 
sufficient capital for a long-term contract. Therefore, the technological progress of countries 
and the extent to which financial systems are strengthened and move within the various 
economic units in the country are closely related. Second, the appropriate development of 
financial markets encourages adaptation to produce technological products that reduce in-
vestors’ liquidity risks (e.g., Bencivenga et al., 1995; Bencivenga & Smith, 1991; Greenwood 
& Jovanovic, 1990). 

Although financial systems include liquidity risks for investors, which require long-term 
financing, they simultaneously enhance the real growth of financial intermediaries through 
the availability of productive means (Bencivenga & Smith, 1991). Banks work in concert with 
customers, allowing high-risk customers to keep a certain percentage of deposits as savings 
instead of liquid and unproductive assets, which increases the money available for produc-
tive capital. Banks also work to eliminate self-financed capital investments and prevent the 
unnecessary liquidation of capital by large investors due to liquidity.

The main implication of capital expansion methods (e.g., Hicks, 1969) and the pooling 
functions of risk (e.g., Hicks, 1969; Saint-Paul, 1992; Greenwood & Jovanovic, 1990; Ben-
civenga et al., 1995; Bencivenga & Smith, 1991) of financial markets and institutions should 
be positively related to the growth of production and enhance technological progress based 
on technical innovation and adoption. In a cross section of countries, Menéndez et al. (2021) 
found a positive relationship between measures of financial development and innovation in 
technological progress through the availability of capital. Companies are also expected to 
work on external financing in order to benefit from financial development when financing 
the technology required for growth (Alcaide et al., 2021).

The current study explains the relationship between capital expansion as an input for 
investment and saving behaviour in terms of technological and financial development. The 
current study focuses on GCC countries, which tend to have high incomes, and it can be 
considered one of the first studies in this region. Also, the current study is different from pre-
vious studies because it comprehensively examines the effects of two dimensions – saving and 
investment behaviour – on two closed relationships: technological and financial development. 

2. Methodology 

This section explains the econometric model data specification based on the equations used 
in the current study.

2.1. Econometric model data specification

The panel data used for this study covered a period from 1990 to 2019, and the variables were 
collected from World Development Indicators (World Bank, 2019). This study examined 
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saving, capital expansion and financial and technological development in three GCC coun-
tries: Bahrain, Oman and Saudi Arabia. Kuwait, the United Arab Emirates and Qatar were 
excluded because complete data was unavailable for the study period. Two proxies were used 
for the independent variables; the saving proxy was measured by adjusted gross domestic 
saving using the GINI index (LOGADIS), and the capital expansion proxy was measured 
by gross fixed capital formation (annual % growth) (GFCF), which reflected accumulated 
investment. The study used four control variables: real GDP per capita, as measured by GDP 
per capita growth (annual %) (RGDP); inflation, as indicated by inflation, consumer prices 
(annual %) (CPI); national income as measured by adjusted net national income per capita 
(annual % growth) (ANNI); Foreign trade as measured by foreign direct investment, net in-
flows (% of GDP) (FDIG).The financial development proxy was used as a dependent variable 
and measured by the Stocks traded, total value (% of GDP) (LOGSTTV) and by technological 
development, as indicated by Individuals using the Internet (% of population) (LOGIUTI). 
All variable definitions are available in Appendix A. 

The 30-year time period of the study and the exclusion of three GCC countries are con-
sidered limitations. However, the time period under study was very important for the GCC 
countries since it corresponds to economic growth in most of their institutions. The findings 
highlight the role of the regional economic situation in the GCC in stimulating financial and 
technological development. 

The model used this study was organised based on the following equation:

 = β +β + β + ε, 0 0 , 0 , ,Indepdent.Var control variables ,i t i t i t i tDep

where Depi,t refers to LOGSTTVt as the financial development proxy and LOGIUTIit as the 
technological development proxy of country I at time t; both variables are considered de-
pendent variables. The Indepdent.Vari,t are the proxies of the saving and capital expansion 
indicators. The control variables i,t included four variables: FDIG, CPI, ANNI and RGDP. 

To produce robust results, the methodology described the data in a number of ways 
and applied various tests, including descriptive statistics; a correlation matrix; augmented 
Im-Pesaran-Shin (IPS) and Levin-Lin-Chu (LLC) unit root tests; the Pesaran cross-sectional 
dependence (CD) test; the Padroni, Kao and Johansen Fisher panel cointegration tests; and 
the panel least squares (PLS), fixed effect (FE), feasible general least squares (FGLS) regres-
sion, and fully modified ordinary least squares (FMOLS). and dynamic ordinary least squares 
(DOLS) models. Diagnostic tests, such as the Breusch-Pagan (B-P) LM test of independence, 
Pesaran’s test of cross-sectional independence, the modified Wald test for groupwise het-
eroskedasticity, the Wooldridge test for autocorrelation, the Hausman test and the vector 
autoregressive (VAR) Granger causality test with block exogeneity Wald tests were also used 
in this study. 

The selected variables were based on the economic theory that saving may cause invest-
ment and increase financial and technological development. Two proxies were used to decide 
whether saving led to growth while simultaneously examining the effect of capital expansion 
on growth and the same argument for the technological development proxy. GCC countries 
were studied because this is an important region with a wealth of oil and gas, which encour-
ages a good deal of investment.

https://www.unescwa.org/feasible-generalized-least-squares
https://www.unescwa.org/feasible-generalized-least-squares
https://www.unescwa.org/feasible-generalized-least-squares
https://www.unescwa.org/feasible-generalized-least-squares
https://www.unescwa.org/feasible-generalized-least-squares
https://www.unescwa.org/feasible-generalized-least-squares
https://www.unescwa.org/feasible-generalized-least-squares
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The study used cross-sectional and time series panel data (De Hoyos & Sarafidis, 2006) 
to minimise the multicollinearity issue by increasing parameters and managed the endoge-
neity issue through intertemporal dynamics, the individuality of the entities and the degree 
of freedom (Hsiao, 2007). According to the high number of observations used based on 
the time and country countries, the panel data was able to manage the heterogeneity (the 
microunit) (Baltagi, 2008).

Panel unit root tests were used to check the stationary properties of the variables. The 
study applied the IPS (1997, 2003) test; this method allows information from cross-sectional 
and time series dimensions to be combined. The IPS test assumes a linear trend for each of 
the N cross-sectional units, supposes that si S(I = 1…,2…, N) denotes the t-statistics for test-
ing unit roots and lets E(si S) = µ and v(si S) = s2. The LLC unit root test was used for more 
robustness. This estimator showed the main model of the unit root test as follows: ∆qit = 

ziqi,t−1  +
=

ϕ∑
1

,
iz

i
 i,l ∆yi,t−l  + αidit  + εit, where dit were the deterministic components. zi  = 0  

means the q process has a unit root for individual i, while zi < 0 means that the process is 
stationary around the deterministic component. The LLC unit root test showed that the zi 
results were identical and negative.

Then, the Pedroni (1999) panel cointegration test was used to examine the effect of the 
long-run relationship between LOGADIS and LOGGFCF on LOGDC and LOGMHTE. 
However, the long-run relationship between the variables was tested by three panel cointegra-
tion estimations: Pedroni (1999, 2004), Kao (1999) and Johansen Fisher panel cointegration 
(Johansen, 1988). The Pedroni panel cointegration test was classified based on eleven test 
statistics (within-dimension and between-dimension (group) tests). The Kao cointegration 
test (1999) presented the cross-section coefficients and intercepts’ homogeneous. Johansen 
Fisher panel cointegration is a combined test that shows the results of individual independent 
tests as a test of the full panel (Maddala & Wu, 1999). 

PLS was used as the first step in hypothesis testing for the present study. PLS assumes that 
data behaviour is the same in different periods. This technique ignores the possible group 
structure of the data. 

FE and random effects (RE) were used to overcome the main problems with panel data, 
namely, heterogeneity and endogeneity (Wooldridge, 2010). Based on the results of the 
Hausman test, FE was selected as the most appropriate method for this study (Johnston & 
Dinardo, 1997). FE explained the regression model as the group was considered non-ran-
dom. In a FE test, each group mean is a group-specific fixed quantity. The FE test refers to 
coefficients in the regression estimator conducted with FE (one time-invariant intercept for 
each subject). No cross-sectional dependence was found in the data presented in the studied 
models based on the B-P LM test of independence and the Pesaran CD test, which is applied 
to test whether the residuals are correlated across entities. However, FE showed the presence 
of heteroskedasticity and serial correlation in the data based on a modified Wald test for 
groupwise heteroskedasticity and the Wooldridge test for autocorrelation, respectively. 

The FGLS regression estimator was used due to the bias of the PLS estimator and to 
remove the heteroskedasticity and autocorrelation problems in all of the study models. This 
estimator supposes that a finite set of parameters refers to Ω and assumes that α and Ω 

https://en.wikipedia.org/wiki/Random_effects_model
https://en.wikipedia.org/wiki/Regression_model
https://en.wikipedia.org/wiki/Coefficient
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are known. However, since the FGLS estimator consistent with α is available under ˆα, we 
changed Ω to Ω = Ω (ˆ ̂  α) to apply FGLS. 

To overcome the endogeneity issue and serial correlation issues for the panel data of the 
variables, we used FMOLS according to Kao and Chiang (2000). This test reflects optimal 
cointegration. Kernel and asymptotic distributions were both included for FMOLS. DOLS 
was applied to show the short- and long-run relationships. DOLS shows the effect of endog-
enous variables on exogenous variables, while the explanatory variables conduct the lags, 
leads and levels (Stock & Watson, 1993). Furthermore, Granger causality tests were used; 
these tests show the direction of causality between corruption variables and can apply to the 
optimal lag length (Jones, 1989).

3. Empirical results, diagnostic tests and discussion

The following nine subsections describe how the study hypotheses were tested.

3.1. Descriptive statistics and discussion 

Table 1 describes 90 observations of the eight variables in the main model over the period 
of 1990–2019 for the three selected GCC countries and the mean, median, the Jarque-Bera 
(J-B), maximum and minimum for the described variables.

Table 1. Descritive statistics

LOGADIS GFCF RGDP CPI ANNI FDIG LOGSTTV LOGIUTI

Mean  1.384087  3.269420  0.488438  1.699887  0.327106  3.158108  0.863004  0.822971
Median  1.449845  1.533427  0.235370  1.308601 –0.347173  1.624758  0.840421  1.199702
Maximum  1.714651  37.70331  11.31266  12.37541  28.53351  33.56602  2.570846  1.998702
Minimum  0.175759 –29.44377 –5.722962 –2.093333 –18.52795 –5.288191 –0.265553 –1.678689
Std. Dev.  0.245028  13.32997  3.520950  2.250847  7.660121  4.926321  0.621912  1.082664
Skewness –1.595718  0.440121  0.840447  1.761070  0.446822  3.236441  0.713632 –0.690129
Kurtosis  7.942424  2.990540  4.116093  8.674157  4.287341  18.55638  2.963020  2.219241
Jarque-Bera  129.7981  2.905932  15.26651  167.2557  9.209427  1064.622  7.644193  9.430107
Probability  0.000000  0.233876  0.000484  0.000000  0.010005  0.000000  0.021882  0.008959
Sum  124.5678  294.2478  43.95944  152.9898  29.43954  284.2297  77.67032  74.06738
Sum Sq. Dev.  5.343440  15814.23  1103.341  450.9018  5222.293  2159.909  34.42294  104.3224
Observations  90  90  90  90  90  90  90  90

Note: Data created based on WDI reports from 1990–2019.

3.2. Average annual growth of variables from 1990 to 2019

Figure 1 shows the average of the dependent and independent variables over the period of 
1990–2019 for the selected GCC countries. LOGADIS, LOGSTTV and IUTI fluctuated in 
fixed value during the study period. GFCF showed an increase from 2002 until 2009, decline 
due to the financial increase, after this period started to steady increase until 2019. 
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Figure 2 shows the control variables, which determine the relationship between saving, 
capital expansion on financial and technological development. CPI, FDIG and RGDP were 
fluctuated over the study period from 1990 until 2019. ANNI was below the all-variables lines 
and the period from 2007–2009 was showed a decline line due to the financial crises, then 
after 2010 the curve starts to increase. 

3.3. Correlation matrix and discussion 

A correlation matrix was applied for all variables to show the correlation coefficients among 
the set of regressors and the significant variables. Table 2 shows negative relationships be-
tween LOGADIS and RGDP (–0.160519), while the other variables show a positive relation-
ship between LOGADIS and GFCF (0.549118), CPI (0.343934), ANNI (0.305494), FDIG 
(0.084223), LOGSTTV (0.304852) and LOGIUTI (0.538890) The results for the other proxy, 
GFCF, were the same as those for LOGADIS except the positive relationships between GFCF 

Figure 1. Dependent and independent variables of GCC countries

Figure 2. Control variables of GCC countries
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and RGDP (0.026117). The results are consistent with economic theory, and the values of sig-
nificance are shown in Table 2. These findings showed that the model was fit to run as most 
of the coefficients were less than 50%, which indicated that there was no multicollinearity 
between “predictor and response” as two variables (Evans, 1996). 

3.4. Unit root test and discussion 

Table 3 shows the results of the IPS and LLC unit root tests, which checked the stationarity of 
the variables. The variables were integrated of order one, I (0), rejecting the null hypothesis 
of the unit root. Based on these results, all variables were considered stationary at the level.

Table 3. Panel unit root IPS test and LLC test 

LOGADIS GFCF RGDP CPI ANNI FDIG LOGSTTV LOGIUTI

IPS (Level) –1.469* –3.055*** –4.578*** –2.712*** –5.370*** –3.307*** –2.074** –2.097**
LLC test t (Level) –1.711** –3.002*** –4.806*** –2.671*** –5.260*** –3.046*** –2.068*** –5.266***

Note: The significance levels refer to p < 0.01 (***), p < 0.05 (**) and p < 0.1 (*).

3.5. Padroni, Kao and Johansen Fisher panel cointegration tests and discussion

Table 4 shows three cointegration test results that suppose heterogeneity in panels using re-
siduals based on Pedroni’s (1999, 2004), Kao (1999) and Johansen Fisher panel cointegration 
tests. For the first dependent variable proxy, LOGSTTV, we applied the Pedroni (2004) panel 
cointegration test, which was run based on the lag-based Schwartz information criterion 

Table 2. Correlation matrix

Probability LOGADIS  GFCF  RGDP  CPI  ANNI  FDIG  LOGSTTV  LOGIUTI 
LOGADIS  1.000000
GFCF  0.549118 1.000000

0.0000 – 
RGDP
 

–0.160519 0.026117 1.000000
0.1307 0.8070 – 

CPI  0.343934 0.315954 0.251057 1.000000
0.0009 0.0024 0.0170 – 

ANNI 0.305494 0.479818 0.229773 0.337766 1.000000
0.0034 0.0000 0.0294 0.0011 – 

FDIG  0.084223 0.138428 0.063103 0.117723 0.032687 1.000000
0.4300 0.1932 0.5546 0.2691 0.7597 – 

LOGSTTV 0.304852 0.316460 0.094393 0.258432 0.204361 –0.069926 1.000000
0.0035 0.0024 0.3762 0.0139 0.0533 0.5125 – 

LOGIUTI  0.538890 0.325684 –0.286635 0.213694 0.122244 0.062118 0.053060 1.000000
0.0000 0.0017 0.0062 0.0431 0.2510 0.5608 0.6194 – 

Note: The data summarized from WDI reports from 1990–2019. The table shows the coefficient and 
significant of variables.
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Table 4. Padroni, Kao and Johansen Fisher panel cointegration test

Padroni panel cointegration test – Dep. Var. LOGSTTV 
Alternative hypothesis: common AR coefs.  

(within-dimension)- 
Alternative hypothesis: individual AR 
coefs. (Group – between-dimension)

Panel Statistic Prob.
Weighted

Statistic Prob.
Statistic Prob.

v-Statistic –1.428292  0.9234 –1.352608  0.9119 Group rho-Statistic  1.333473  0.9088
rho-Statistic  0.456212  0.6759  0.748722  0.7730 Group PP-Statistic –1.301560  0.0965
PP-Statistic –2.112530  0.0173 –1.364839  0.0862 Group ADF-Statistic –1.343845  0.0895
ADF-Statistic –2.204057  0.0138 –1.450704  0.0734

Padroni panel cointegration test - Dep. Var. LOGIUTI
v-Statistic –1.193346  0.8836 –0.850029  0.8023 Group rho-Statistic  0.905773  0.8175
rho-Statistic  0.459792  0.6772  0.340943  0.6334 Group PP-Statistic –2.501448  0.0062
PP-Statistic –2.248548  0.0123 –2.315210  0.0103 Group ADF-Statistic –2.494786  0.0063
ADF-Statistic –2.327887  0.0100 –2.375498  0.0088

Johansen Fisher Panel Cointegration Test- Dep. Var. LOGIUTI 

Hypothesized
No. of CE(s)

Fisher Stat.*
(from trace 

test)
Prob. Fisher Stat.*

(from max-eigen test) Prob.

None  101.5  0.0000  39.39  0.0000
At most 1  72.48  0.0000  36.34  0.0000
At most 2  41.75  0.0000  28.76  0.0001
At most 3  18.45  0.0052  10.83  0.0938
At most 4  12.96  0.0437  6.808  0.3390
At most 5  10.30  0.1126  5.203  0.5181
At most 6  15.09  0.0196  15.09  0.0196

Johansen Fisher Panel Cointegration Test- Dep. Var. LOGSTTV 
None  91.58  0.0000  49.77  0.0000

At most 1  51.27  0.0000  33.18  0.0000
At most 2  23.97  0.0005  17.31  0.0082
At most 3  11.27  0.0802  14.18  0.0277
At most 4  2.250  0.8953  0.485  0.9980
At most 5  5.488  0.4830  2.717  0.8435
At most 6  13.49  0.0359  13.49  0.0359

Kao Residual Cointegration Test- Dep. Var. LOGIUTI
t-Statistic Prob. Tests
–2.546725  0.0054 Augmented Dickey–Fuller (ADF)
 0.037607 Residual variance
 0.006016 HAC variance

Kao Residual Cointegration Test- Dep. Var. LOGSTTV
–2.037776 0.0208 Augmented Dickey–Fuller (ADF)
 0.038021 Residual variance
 0.006256 HAC variance

Note: Panel cointegration results based on lag-based Schwartz information criterion (SIC).
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(SIC) (Schwarz, 1978). Six out of the eleven values were significant. The null hypothesis of 
no cointegration was rejected, and the long-run relationship between the variables at the 5% 
and 10% significance levels was confirmed. For more robustness, we applied the Johansen 
Fisher panel cointegration test, and the findings also confirmed that there was a long-run 
relationship and cointegration between the variables. 

For the second dependent variable proxy, LOGIUTI, we applied the Kao panel cointegra-
tion test. The null hypothesis of no cointegration was rejected at the 1% and 5% significance 
level, and the long-run relationship between the variables was confirmed. The Johansen Fish-
er panel cointegration test also confirmed this result. 

3.6. Panel least squares, FE and FGLS regression and discussion

PLS was used for the two models of study (LOGSTTV and LOGIUTI), and the results are 
presented in Table 5. The results with the first proxy, LOGADIS, showed an in insignificant 
positive relationship between LOGADIS and GFCF on LOGSTTV and all variables. The 
results with the second proxy, LOGIUTI, showed a positive relationship between LOGADIS 
and IUTI. A 1% increase in LOGADIS led to a 1.894 increase in LOGIUTI. Meanwhile, 
there was a significant negative relationship between RGDP and LOGIUTI. A 1% increase 
in RGDP led to a –0.074 decrease in LOGIUTI.

To overcome the heterogeneity issue of the panel data, we applied FE based on the sig-
nificant probability of the Hausman test. The FE results of LOGIUTI of model 4 confirmed 
the PLS results for the second model of LOGIUTI. The FE results with the second proxy, 
LOGSTTV, showed a positive relationship between GFCF and LOGSSTV. A 1% increase in 
GFCF led to a .008 increase in LOGSTTV. The same results for control variables, showed a 
positive relationship between CPI, FDIG and LOGSSTV. A 1% increase in CPI and FDIG 
led to a .031 and .016 increase in LOGSTTV respectively. Although the models showed no 
heteroscedastic issue, meanwhile there is a problem of serial correlation, we applied the FGLS 
estimator to overcome this problem, and the findings of LOGSTTV of FGLS confirmed the 
PLS results while the LOGIUTI confirmed the PLS and FE results. 

These results are consistent with economic theory, which points out that a decrease in 
saving behaviour leads to an increase in investments, which is positively reflected in an 
increase in financial development in the GCC countries. This situation explains the inten-
sification of investment behaviour by the public in increasing investment projects and the 
amount being saved so that they are all reflected in the market in the form of investments. 
In contrast, an increase in technological development requires an increase in saving, which 
is reflected negatively in the reduction of investments and explains why a great deal of saving 
is required to carry out innovative technological projects.

These results were consistent with the findings of some recent studies. For example, 
Aghion et  al. (2016) pointed out that domestic saving does not always influence growth 
and that emerging countries, such as those in the GCC, need cooperation and partnership 
between foreign and local investors in a way that allows these countries to benefit from 
innovations in various projects. Therefore, financial development adapts to saving and in-
vestment through foreign investment, which tries to introduce technology as a fundamental 
variable in financial development. Investors must understand the requirements of local and 
international environments when making decisions to improve the rate of financial growth. 
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Table 5. Panel least squares, fixed-effects and FGLS regression

Variables

Model (1) Model (2) Model (3) Model (4) Model (5) Model (6)

Panel Least Squares Fixed-effects
Fixed-effects- 

Driscoll and Kraay 
standard errors

FGLS Regression

LOGSTTV LOGIUTI LOGSTTV LOGIUTI LOGSTTV LOGIUTI
LOGADIS 0.463 1.894*** 0.05202 1.89** 0.463 1.894***

(0.325) (0.501) (0.1959) (0.909) (0.312) (0.482)
GFCF 0.009 0.005 0.008** 0.005 0.009 0.005

(0.006) (0.009) (0.003) (0.007) (0.005) (0.009)
RGDP 0.017 –0.074** 0.001 –0.074** 0.017 –0.074**

(0.019) (0.030) (0.011) (0.035) (0.018) (0.028)
CPI 0.035 0.053 0.031* 0.053 0.035 0.053

(0.031) (0.049) (0.018) (0.043) (0.030) (0.047)
ANNI –0.000 –0.003 0.000 –0.003 –0.000 –0.003

(0.009) (0.015) (0.005) (0.014) (0.009) (0.014)
FDIG –0.016 0.004 0.016* 0.004 –0.016 0.004

(0.012) (0.019) (0.008) (0.011) (0.012) (0.019)
Constant 0.177 –1.884*** 0.657 –1.884 0.177 –1.884***

(0.043) (0.675) (0.263) (1.278) (0.420) (0.648)
Observations 90 90 90 90 90 90
R-squared 0.167 0.345 0.252 0.345
F- Value 2.781 7.307 4.55 6.52
Prob. F 0.016 0.000 0.000 0.000
Wald chi2(6) 18.10 47.55
Prob > chi2 0.006 0.000
Cross-sections 3 3 3 3 3 3
Pesaran’s test of 
cross-sectional 
independence

0.699 5.396

Prob. 0.4845 0.000
Root MSE – 0.906
Modified Wald 
test for groupwise 
heteroskedasticity 
-chi2 (3

 1.61 7.55

Prob. 0.6571 0.0563
Wooldridge test 
for autocorrelation 
- Prob

0.0141 0.0060

Hausman test  0.0252 0.0001

Panels: homoske-
dastic

homoske-
dastic

Correlation no autocor-
relation

no autocor-
relation

Note: The significance levels refer to p < 0.01 (***), p < 0.05 (**) and p < 0.1 (*).
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Hence, the GCC countries have not been able to diagnose technological potential as a pre-
requisite for financial development without foreign investment contributions. These results 
also confirm those of Sahoo et al. (2001) and Verma (2007). Meanwhile, Carroll et al. (2000) 
found no relationship between saving and development. Verma (2007) and Bist and Bista 
(2018) found a negative relationship between saving and economic growth due to a lack of 
effective coordination between foreign companies that suited local and local capabilities. 
Misztal (2011) found that saving does not cause economic growth, which depends on the 
country-level characteristics. 

Despite these results, we can conclude that the GCC countries have achieved econom-
ic and social growth over the decades and that their economies mainly depend on oil for 
their income. The GCC countries increased employment and spending in the public sector 
on infrastructure, health and education, which helped raise the standard of living, and the 
private sector helped boost growth, especially in non-commercial sectors. However, growth 
is still incomplete due to the necessity of economic diversification, which is part of the cycle 
of reducing volatility and uncertainty in the global oil market. The growth also helps create 
job opportunities in the private sector and increases productivity and sustainable growth. 
Establishing a non-oil economy has become an urgent need for when oil revenues dwindle. 
The GCC countries have adopted a number of policies to diversify the economies and achieve 
a stable, low-inflation economic environment through the provision of a stable climate en-
vironment, a strong and effective education sector and an advanced health sector with an 
innovative technological environment. In recent years, the GCC countries have been working 
to boost domestic and foreign investment and deepen the financial sector. Furthermore, they 
have set up national development plans to enhance their human capital and skills.

The GCC countries are considered attractive for investors as they are enjoying increasing 
growth in the tourism sector in which more brands being introduced. Also, investment is 
still operating in a joint way between the local and foreign partners so that risks are shared 
between them. However, economic growth in the GCC countries reached its lowest level in 
2017, declining by 0.2% (World Bank, 2019).

The GCC countries are working on adopting a circular economic model instead of a 
linear model. The circular economic model includes enhancing the value and productivity 
of material resources and reducing the leakage of value in order to have a positive economic 
and environmental impact; this may save $138 billion by 2030, which is equivalent to 1% of 
GDP between 2020 and 2030. 

Meanwhile, remittances are a source of concern for the GCC countries, and they require 
thinking about how to attract foreign workers to keep their money in the host countries by 
providing them with feasible investment benefits. If these remittances are retained in the 
GCC countries and not sent abroad, they can help enhance investment, reduce poverty and 
improve the level of education and other productive and service sectors by affecting exchange 
rates, interest rates, consumption and saving levels. The GCC countries use models in un-
derstanding the digital economy in many changing industrial sectors and thus spend a lot 
of money on digital transformation. Even though the digital transformation is supported by 
the governments in the GCC countries, there are still some challenges, including a lack of 
necessary expertise in the local market.
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3.7. Panel fully modified the least squares and panel  
dynamic least squares and discussion

FMOLS and DOLS were used to overcome the endogeneity issue, as the OLS estimator was 
inconsistent and biased on the cointegrated panel. Table 6 shows the panel FMOLS and 
DOLS results. The coefficients of the DOLS of the first model showed a significant positive 
relationship between GFCF and LOGSTTV. A 1% increase in GFCF led to a 0.025 increase 
in LOGSTTV. The same results for coefficients of the FMOLS of the second model, showed 
a significant positive relationship between GFCF and LOGSTTV. A 1% increase in GFCF 
led to a 0.014 increase in LOGSTTV. The second proxy of LOGIUTI, showed a significant 
negative relationship between GFCF and LOGIUTI. A 1% increase in GFCF led to a –0.111 
decrease in LOGIUTI in coefficients of the DOLS. In the coefficients of the FMOLS there 
was a significant positive relationship between LOGADIS and LOGIUTI. A 1% increase in 
LOGADIS led to a 4.458 increase in LOGIUTI. Meanwhile, there was a significant negative 
relationship between GFCF and LOGIUTI. A 1% increase in GFCF led to a –0.026 decrease 
in LOGIUTI. 

The control variables showed a significant positive relationship between RGDP, FDIG and 
LOGSTTV for DOLS models. Meanwhile showed a significant positive relationship between 
CPI and LOGSTTV and a significant negative relationship between ANNI and LOGSTTV 
in FMOLS model. The second proxy of LOGIUTI, showed a significant negative relationship 
between RGDP and LOGIUTI in FMOLS model. 

These results were consistent with those of Budha (2012), who found a negative short-
term relationship among saving, investments and GDP. Many studies support the economic 

Table 6. DOLS and FMOLS estimators

Model (1) Model (2) Model (3) Model (4)

DOLS FMOLS DOLS FMOLS

VARIABLES LOGSTTV LOGSTTV LOGIUTI LOGIUTI
LOGADIS –0.579 0.168 4.518 4.458***

(0.698) (0.219) (3.416) (0.498)
GFCF 0.025* 0.014*** –0.111*** –0.026***

(0.014) (0.003) (0.035) (0.009)
RGDP 0.105* –0.001 –0.126 –0.072***

(0.055) (0.012) (0.095) (0.027)
CPI 0.007 0.049** –0.359 –0.024

(0.061) (0.023) (0.258) (0.050)
ANNI 0.008 –0.011** 0.194 0.010

(0.030) (0.005) (0.159) (0.013)
FDIG 0.046* –0.001 –0.116 –0.018

(0.026) (0.013) (0213) (0.030)

Note: Fixed leads and lags specification (lead = 1, lag = 1). The significance levels refer to p < 0.01 (***), 
p < 0.05 (**) and p < 0.1 (*).
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theory; for example, Romer (1986), Lucas (1988), Alguacil et  al. (2004), Ang (2007) and 
Attanasio et al. (2000) found that capital expansion reflects investment and identified a pos-
itive relationship between investment and growth. Hicks (1969) confirmed that industrial 
revolutions bring capital and that the industrial advancements occur through technology. 
He noted that adapting to technology requires a certain level of liquid capital investments. 
Furthermore, the growth of financial markets encourages adaptation to produce technolog-
ical products that reduce investors’ liquidity risks (e.g., Bencivenga et al., 1995; Bencivenga 
& Smith, 1991; Greenwood & Jovanovic, 1990). 

3.8. VAR Granger causality tests and discussion

Table 7 shows the results of the VAR Granger causality test, which was run to demonstrate 
the causal relationships among the study variables. In this model, we considered that the 
endogenous variables could be treated as exogeneous. We merged the formulas in all 12 mod-
els after changing the dependent variables each time. The findings for LOGSTTV showed 
bidirectional causality between LOGADIS and LOGSTTV as well as single causal directions 
from ANNI and LOGSTTV. The second model of LOGIUTI showed single causal directions 
from LOGIUTI and LOGADIS and showed single causal directions from LOGIUTI and 
CPI. These results indicate that saving and financial development are mutual states that can 
depend on each other. In addition, financial development is reflected in wage and salary level 
improvements. The results also showed that technological development is reflected in govern-
ment spending, which is consistent with economic theories. Furthermore, capital expansion 
reflects saving, which increases financial development. Meanwhile, capital enhances techno-
logical progress by increasing the saving derived from government expenditures (Greenwood 
& Jovanovic, 1990; Bencivenga et al., 1995; Bencivenga & Smith, 1991).

3.9. Diagnostic tests 

Many diagnostic tests were used to increase robustness and confirm the fit and appropriate-
ness of the study models. The Hausman test was run to select whether the FE or RE model 
would be the best choice. Since the probability value was less than 0.05, FE was selected as an 
appropriate model for solving the heterogeneity issue with the panel data. Then, Pesaran CD 
test results was run, and the findings showed no cross dependence for model LOGSTTV as 
the significance was above 5% and there is a cross sectional dependence for model LOGIUTI. 
Due to this problem of cross-sectional dependence, the study used Hoechle (2007) suggests 
to use Driscoll and Kraay standard errors for fixed effect and used in the study. Furthermore, 
Although the models showed no heteroscedastic issue in the models of study as the signifi-
cance was below 5%. Finally, the Wooldridge test for autocorrelation in the panel data results 
indicated serial correlation as the significance was below 5%. To overcome the problems 
of serial correlation, we used the FGLS estimator, which confirmed that both models were 
homoscedastic and did not have autocorrelation. Finally, FMOLS and DOLS estimators was 
applied to overcome the endogeneity problem of the panel data, as these estimators used lead 
and lag for the variables. 
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Conclusions and policy implications 

This study analysed the effect of the relationship between saving behaviour and capital ex-
pansion on financial and technological development in the three GCC countries during the 
period of 1990–2019. Various diagnostic tests were used to increase robustness, such as the 
unit root test; cointegration tests; the PLS, FMOLS and DOLS models; and the VAR Granger 
causality test.

There was an insignificant negative long-run relationship between saving and financial 
development in the PLS, FGLS, FMOLS and FE and negative insignificant in DOLS model. 
Meanwhile, there was a positive long-run relationship between capital expansion and fi-
nancial development in all models used in this study (PLS, FE, FGLS, DOLS and FMOLS). 
Conversely, the second proxy showed a significant positive long-run relationship between 
saving and technological development in the FMOLS, PLS, FE and FGLS models. There was 
a negative long-run relationship between capital expansion and technological development in 
the DOLS and FMOLS models. The LOGDC findings showed bidirectional causality between 
LOGADIS and LOGSTTV and single causal directions from ANNI and LOGSTTV. The 
LOGIUTI findings showed single causal directions from LOGIUTI and LOGADIS and CPI. 

Investment and technological innovation have been considered keys to development. 
Therefore, the main research question of the present study focused on whether GCC coun-
tries need an active investment policy to boost development of the GCC countries. The 
need for an active investment policy was justified through the presence of external factors 
for investment and the positive correlation between investment and financial development. 
The traditional response to adjustment goals includes subsidies and capital taxes, which, in 
theory, boost growth. Governmental administrative and institutional capacities try to target 
the right investments, and interaction between the private sector and the public has become 
a necessity for the achievement of growth.

Based on current findings we can concluded that investment and saving are interdepend-
ent and enhance economic development by contributing to the growth of productivity and 
exports in host countries. The characteristics of the economies of each region are different. 
For example, the GCC countries are characterised by dependence on oil as a main source 
of state revenue, and these countries have begun to pay attention to the industrial sector in 
order to improve financial and technological development through economic diversifica-
tion. Therefore, it is important to define the characteristics of the host countries, including 
technological industrial growth and infrastructure, in order to determine the necessity of 
foreign investment. 

Furthermore, the GCC countries depend on foreign workers, which is reflected in their 
wages, most of which are transferred to their home countries. This requires the GCC coun-
tries to provide a flexible investment structure for retaining money and reducing the level 
of foreign remittances in order to create an attractive investment environment that encour-
ages financial and technological growth. Advantages in local investment attract foreign in-
vestment, and the combination of these types of investment creates job opportunities that 
help transfer administrative and technological skills, all of which contribute to economic 
development. This phenomenon reinforces the need for an environment that is conducive to 
investment and contributes to economic development.
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Even if saving is not the main driving force of financial growth, as was proven in the 
hypothesis on financial development, the hypothesis on technological development strongly 
indicated the need to provide saving in order to achieve growth. Nevertheless, there must be 
an adequate level of saving. Therefore, the central policies of countries aim to provide ade-
quate financing for the accumulation of capital and avoid a surplus of investment over saving, 
which could create inflationary pressures or an imbalance in the balance of payments. Also, 
encouraging saving may be necessary to expand investment in a framework that contributes 
to alleviating defects in the capital market and liquidity restrictions on companies. Also, 
public saving is integrated with individual saving for the purposes of sustainability. Therefore, 
the GCC country governments must support foreign saving and encourage both public and 
private sectors to support domestic investment, even if it partially helps with consumption. 
In addition, there is a need to balance the interest rate between the debtor and the creditor 
in terms of saving and borrowing money for investment purposes. Meanwhile, easing restric-
tions on lending leads to a reduction in private saving and interest in reforming the pension 
system, which has positive effects on local resources.

One limitation of this study is the lack of pre-1990 data on the sample population. Future 
studies should adopt environmental and social as control variables in order to understand the 
directionality of relationships in light of continuous improvements in financial, technological 
and economic growth. 
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APPENDIX

Definitions of the Variables (source: World Bank, 2019)

Variable Abbreviations Measures Definition

Financial 
development 

LOGSTTV Stocks traded, total value 
(% of GDP)

This refers to the value of shares 
traded is the values of total 
shares included both domestic 
and foreign, multiplied by their 
respective matching prices.

Technological 
development 

LOGIUTI Individuals using the 
Internet (% of population)

This refers to an individual who 
have used the Internet via a digital 
machine.

Saving behaviour 
proxy

LOGADIS Adjusted gross domestic 
saving using the GINI 
index

This refers to the national saving 
of the private and public sectors, 
which includes tangible and 
financial assets that are considered 
gross capital formation and a 
function of gross domestic saving. 
This measure was adjusted using 
the GINI index. 

Capital expansion GFCF gross fixed capital 
formation (annual % 
growth)

This refers to money that helps 
increase investments and profits. 
It includes the financing needed 
to increase spending and the level 
of inventory and fixed and short-
term assets in light of increased 
production and marketing costs.

Real GDP per 
capita

RGDP Real GDP per capita This measures the level of income 
or the level of GDP for each 
individual, adjusted for inflation, 
meaning that it measures the real 
value of goods and services at 
prices outside the inflation range.

Inflation as CPI CPI Consumer price index This is the general rate of prices 
for goods and services that are 
accounted for by changes in the 
basket of goods and services for 
the country.

Foreign Trade FDIG foreign direct investment, 
net inflows (% of GDP)

This is the all the equity capital, 
long and short run capital, 
reinvestment of earnings, as shown 
in the balance of payments.

National Income ANNI adjusted net national 
income per capita (annual 
% growth)

This refers to This refer to GNI 
minus consumption of fixed capital 
and depletion of natural resources.


