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Abstract. The theory of interval type-2 fuzzy sets provides an intuitive and computationally feasible 
method of addressing uncertain and ambiguous information in decision-making fields. This paper 
aims to develop a prioritised interval type-2 fuzzy aggregation operator and apply it to multiple 
criteria decision analysis with prioritised criteria. This paper considers situations in which a relation-
ship between the criteria exists such that a lack of satisfaction by the higher priority criteria cannot 
be readily compensated by the satisfaction of lower priority criteria. This paper introduces the devel-
oped prioritised interval type-2 fuzzy aggregation operator to address the problem of criteria aggre-
gation in this environment. To demonstrate the feasibility of the proposed operator, this paper pro-
vides a multiple criteria decision-making method that uses the prioritised interval type-2 fuzzy ag-
gregation operator, and the method is illustrated with a practical application to landfill site selection.

Keywords: interval type-2 fuzzy set, prioritised interval type-2 fuzzy aggregation operator, mul-
tiple criteria decision analysis, landfill site selection.
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Introduction

Uncertain and imprecise information are commonly present in practical multiple crite-
ria decision analysis (MCDA) situations (Han, Liu 2011) because decision-makers might 
not easily express their subjective assessments using exact and crisp values. Modelling the 
uncertainty in human subjective management becomes increasingly important when ad-
dressing MCDA problems (Zavadskas, Turskis 2011; Liou, Tzeng 2012). Regardless of the 
settings in complex or linguistic decision environments, interval type-2 fuzzy (IT2F) sets 
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offer a useful means for managing the uncertainty and imprecision that arise from mental 
phenomena. IT2F sets are the most widely used type of type-2 fuzzy sets (Zadeh 1975) 
because of their relative simplicity (Mendel 2007). IT2F sets are superior to ordinary fuzzy 
sets because they are able to model second-order uncertainties (Greenfield et al. 2009). The 
membership values of IT2F sets take the form of crisp intervals, and thus, the computations 
associated with IT2F sets are manageable (Mendel et al. 2006). Currently, the IT2F theory 
has been successfully applied in practical MCDA or assessment problems (Zhai, Mendel 
2011; Lai, Chen 2015; Gilan et al. 2012; Stanujkic et al. 2012; Wang et al. 2012; Wei et al. 
2012).

Most of the existing MCDA methods in the IT2F environment assume that all of the 
criteria are at the same priority level. Yager (2008, 2009) indicated that the relationship 
between safety and cost is typical of the problem of prioritised criteria. For example, when 
parents select a bicycle for their children based on the criteria of safety and cost, they must 
not allow a benefit with respect to the cost to compensate for a loss in safety. Importantly, 
safety has a higher priority than cost. Decision-makers prefer to consider the satisfaction of 
higher-priority criteria, such as the safety criterion mentioned above; thus, it is no longer 
appropriate to employ the existing MCDA methods with IT2F sets. Yager (2004, 2008, 
2009) and Yager et al. (2011) introduced the concept of prioritised aggregation operators 
to address an aggregation problem in which a prioritisation relationship exists among the 
criteria. Yager (2008) presented prioritised aggregation operators by modelling the prior-
itisation of criteria using weights associated with the criteria that are dependent on the 
satisfaction of higher-priority criteria. Yager (2009) used importance weights to enforce 
this prioritisation imperative and applied his proposed priority-based importance weights 
to a case in which the scope of the criteria aggregation was an ordered weighted averaging 
(OWA) type of aggregation. Yager (2009) and Yager et al. (2011) studied prioritised “and” 
and “or” operators and employed these in aggregation problems that exhibited prioritisa-
tion relationships among the aggregated arguments.

Prioritised aggregation operators have been extended to the fuzzy decision environ-
ment. For example, Zhao et al. (2013) proposed selected prioritised aggregation operators 
for aggregating triangular fuzzy information and subsequently developed certain models 
for solving triangular fuzzy multiple criteria group decision-making problems in which the 
criteria and the experts display different priority levels. Xu et al. (2011) developed an intui-
tionistic fuzzy prioritised OWA operator to provide a novel method for solving prioritised 
MCDA problems in the intuitionistic fuzzy environment. Yu (2012) proposed a general-
ised intuitionistic fuzzy prioritised weighted geometric operator based on an Archimedean 
t-conorm and t-norm and developed a multiple criteria group decision-making method 
using this operator. Yu et al. (2012) proposed certain prioritised aggregation operators in 
the context of interval-valued intuitionistic fuzzy sets, i.e., the prioritised weighted aver-
age operator and the prioritised weighted geometric operator, and applied them to group 
decision-making. Motivated by the idea of Yager’s prioritised “and” and “or” operators, Li 
and He (2012) developed intuitionistic fuzzy prioritised “and” and “or” operators and used 
them to aggregate intuitionistic fuzzy information when the criteria existed in different 
priority levels. Yu and Xu (2013) extended the prioritised aggregation operators developed 
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by Yager (2008) to introduce the concepts of the prioritised intuitionistic fuzzy aggrega-
tion operator. Furthermore, Yu and Xu (2013) proposed a prioritised intuitionistic fuzzy 
OWA operator using an intuitionistic fuzzy basic unit monotonic function. In the context 
of hesitant fuzzy sets, Wei (2012) developed certain hesitant fuzzy prioritised aggregation 
operators and applied them to address MCDA problems in which the criteria existed in 
different priority levels.

Prioritised aggregation operators have been used in the environments of triangular 
fuzzy numbers (Zhao et  al. 2013), intuitionistic fuzzy sets (Xu et  al. 2011; Yu 2012; Li, 
He 2012; Yu, Xu 2013), interval-valued intuitionistic fuzzy sets (Yu et al. 2012), and hesi-
tant fuzzy sets (Wei 2012). However, the existing studies on fuzzy prioritised aggregation 
operators were not based on an environment of IT2F sets. Due to a lack of data, time 
pressure, or the limited attention of decision-makers and information-processing capabil-
ities, the decision-makers often make their decisions on real-world problems in linguistic 
or subjective environments (Chen 2012; Rajpathak et al. 2012). Therefore, IT2F sets are 
useful for conveniently modelling impressions and quantifying the ambiguous nature of 
linguistic judgments (Chen, Lee 2010; Zhang, Z., Zhang, S. 2013). IT2F sets have been 
developed and applied to MCDA; nevertheless, there have been few attempts to investi-
gate IT2F MCDA problems with prioritised criteria. Considering the usefulness of IT2F 
sets in decision-making, this study is devoted to constructing a new MCDA method with 
a developed prioritised IT2F aggregation operator. This method is completely different 
from the existing prioritised aggregation operators in the fuzzy environment. Based on the 
IT2F framework, this paper employs the popular fuzzy numbers with trapezoidal forms 
(as employed by Chen (2011, 2012), Baležentis and Zeng (2013), Chen et al. (2013), and 
Zhang, Z., Zhang, S. (2013)), referred to in this work as interval type-2 trapezoidal fuzzy 
(IT2TrF) numbers, to develop a new concept of prioritised IT2F aggregation operators and 
to establish IT2F MCDA procedures using IT2F arithmetic operations and the concept of 
signed distances on IT2TrF numbers.

In the environment of IT2F sets, this paper aims to develop a novel prioritised IT2F 
aggregation operator and to propose an MCDA method that can address multiple criteria 
decision-making problems in which a prioritisation relationship exists among the evalua-
tive criteria. Based on IT2TrF numbers (Chen 2011, 2012; Chen et al. 2013), a procedure 
is presented for determining priority-based weights, and several valuable and important 
properties are investigated. Next, this paper proposes a new concept of prioritised IT2F ag-
gregation operators and presents a useful approach via the developed operators to aggregate 
the IT2TrF ratings of decision alternatives with respect to prioritised criteria. The concept 
of signed distances is used to compare synthetic evaluations of the alternatives, and an 
algorithmic procedure for multiple criteria decision analysis is presented using prioritised 
IT2F aggregation operators. The feasibility and applicability of the proposed method are 
illustrated in a practical problem of landfill site selection.

Incinerators and landfills are public facilities used for garbage disposal purposes. Al-
though most waste can be handled via incineration, the ashes generated by an incinerator 
must be completely disposed of in a landfill. However, landfill capacity is limited. The most 
economical approach to solving the problem of insufficient landfill capacity is to search for 
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a new landfill location and to establish landfill facilities to treat continuously produced solid 
wastes. The criteria that must be considered when selecting a landfill site are complicated 
or ambiguous, and prioritisation of the relationships among these criteria may exist based 
on input from the governing authority. Therefore, this paper uses IT2F sets to capture 
the imprecise or uncertain practical information that is often observed with landfill deci-
sion-making problems and employs a prioritised IT2F aggregation operator to match the 
prioritisation relationship among the criteria.

This paper is organised as follows. Section 1 briefly reviews the concept of IT2F sets. 
Section 2 formulates an MCDA problem in the IT2TrF environment and develops a prior-
itised IT2F aggregation operator to address the MCDA problems. Section 3 illustrates the 
feasibility and applicability of the proposed method by applying it to the problem of landfill 
site selection. The last Section presents the conclusions.

1. Basic concepts and operations of IT2F sets

The concept of IT2F sets is used extensively throughout this paper, and thus, several rel-
evant definitions and operations of IT2F sets are briefly reviewed in this section.
Definition 1. Let X be an ordinary finite nonempty set. Let Int([0, 1]) denote the set of all 
closed subintervals of [0, 1]. The mapping A: X→Int([0, 1]) is known as an IT2F set on X.
Definition 2. Let A be an IT2F set on X. Let two ordinary fuzzy sets AL: X→[0, 1] and 
AU: X→[0, 1] be the lower and upper fuzzy sets, respectively, with respect to A. Therefore, 
A(x) = [AL(x), AU(x)], where x ∈ X and ≤ ≤ ≤0 ( ) ( ) 1L UA x A x . If A(x) is convex and de-
fined on a closed and bounded interval, then A is known as an IT2F number on X.
Definition 3. Let = 1 2 3 4( ( , , , ; ))L L L L L L

AA a a a a h  and = 1 2 3 4( ( , , , ; ))U U U U U U
AA a a a a h  be the lower and  

upper trapezoidal fuzzy numbers defined on the universe of discourse X, where 
≤ ≤ ≤1 2 3 4

L L L La a a a , ≤ ≤ ≤1 2 3 4
U U U Ua a a a , ≤ ≤ ≤0 1L U

A Ah h , ≤1 1
U La a , ≤4 4

L Ua a , and ⊆L UA A  . 
Let V ∈{L, U}. The membership function of ςA  for each V is as follows:
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An IT2TrF number A on X (see Fig. 1) is represented by the following:

  = =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U
A AA A A a a a a h a a a a h . (2)

Definition 4. Let A and B be two non-negative IT2TrF numbers, and A = 1 2 3[( , , ,L L La a a  

4 1 2 3 4; ),( , , , ; )]L L U U U U U
A Aa h a a a a h  and B = 1 2 3 4 1 2 3 4[( , , , ; ),( , , , ; )]L L L L L U U U U U

B Bb b b b h b b b b h  on X. The ba-



Technological and Economic Development of Economy, 2017, 23(1): 1–21 5

sic arithmetic operations on A and B are defined as follows (Chen 2012; Zhang, Z., Zhang, 
S. 2013):
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The multiplication and division operations produce approximate IT2TrF numbers for 
simple computations. In addition, the inclusion relationship of A and B is defined as follows 
(Zhang, Z., Zhang, S. 2013): ⊆A B  if and only if ≤ ≤ ≤ ≤1 1 2 2 3 3 4 4,  ,  ,  ,L L L L L L L La b a b a b a b  ≤1

Ua  
≤ ≤ ≤1 2 2 3 3 4 4,  ,  ,  U U U U U U Ub a b a b a b , ≤L L

BAh h , and ≤U U
BAh h . ⊇A B  if and only if ⊆B A.

2. MCDA using prioritised IT2F aggregation operators

This section first formulates a decision environment based on IT2F sets. Next, this section 
extends the prioritised aggregation operators that were originally introduced by Yager 
(2004, 2008) to the IT2F environment. Based on IT2TrF numbers, a procedure is presented 
for determining the priority-based weights, and a new concept of prioritised IT2F aggrega-
tion operators is proposed. Finally, the proposed prioritised IT2F aggregation operator is 
used to address MCDA problems in an IT2TrF context.

Fig. 1. A geometrical interpretation of an IT2TrF number A on X
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2.1. IT2F decision environment

Consider the following MCDA problem in which the ratings of alternative evaluations 
are expressed as IT2F sets, and prioritisation relationships exist over the criteria. Define 
=Z { }1 2, , , mz z z  as the set of decision alternatives, where m is the number of alterna-

tives. Define }= 1 2, , , nX x x x  as the criteria set that contains n criteria by which the 
alternative performances are measured. The set X can be partitioned into h classes, =1X  

{ }11 2, , , nx x x , { }+ + +=
1 1 1 2

2
1 2, , ,n n n nX x x x , , and }η− η−

η
+ +=

1 11 2, , ,n n nX x x x  with 
a linear ordering η1 2X X X  , where h ≤ n, η κ

κ=∪ =1 X X , and κ κ∩ =∅'X X  for 
κ ≠ κ ' . Let nk represent the number of criteria in Xk. In addition, let κ

jx  ( κ=1,2, ,j n ) 
denote an element 

κ− +1n jx  in Xk. Next, denote the set of criteria in the kth priority class as 

{κ κ κ κ= 1 2, , , nX x x x  ( κ = η1,2, , ), where η
κκ= =∑ 1n n . The prioritisation relationship 

between the classes Xk and Xk′ indicates that the criteria in class Xk have a higher priority 
than those in class Xk′ if k < k′.

Linguistic ratings can be appropriately represented by IT2TrF numbers to directly ad-
dress the uncertainties in complex or ill-defined situations. This paper adopted the stand-
ards introduced by Chen (2011, 2012) and Chen et al. (2013) to convert the linguistic terms 
into IT2TrF numbers. Table 1 depicts the employed nine-point linguistic scales and the 
corresponding IT2TrF numbers that are bounded within [0, 1].

Table 1. Linguistic variables and their corresponding IT2TrF numbers

Linguistic terms Corresponding IT2TrF numbers
Extremely poor (EP) [(0.0, 0.0, 0.0, 0.0; 1.0), (0.0, 0.0, 0.0, 0.0; 1.0)]
Very poor (VP) [(0.0075, 0.0075, 0.015, 0.0525; 0.8), (0.0, 0.0, 0.02, 0.07; 1.0)]
Poor (P) [(0.0875, 0.12, 0.16, 0.1825; 0.8), (0.04, 0.10, 0.18, 0.23; 1.0)]
Medium poor (MP) [(0.2325, 0.255, 0.325, 0.3575; 0.8), (0.17, 0.22, 0.36, 0.42; 1.0)]
Fair (F) [(0.4025, 0.4525, 0.5375, 0.5675; 0.8), (0.32, 0.41, 0.58, 0.65; 1.0)]
Medium good (MG) [(0.65, 0.6725, 0.7575, 0.79; 0.8), (0.58, 0.63, 0.80, 0.86; 1.0)]
Good (G) [(0.7825, 0.815, 0.885, 0.9075; 0.8), (0.72, 0.78, 0.92, 0.97; 1.0)]
Very good (VG) [(0.9475, 0.985, 0.9925, 0.9925; 0.8), (0.93, 0.98, 1.0, 1.0; 1.0)]
Extremely good (EG) [(1.0, 1.0, 1.0, 1.0; 1.0), (1.0, 1.0, 1.0, 1.0; 1.0)]

Let an IT2TrF number Aij denote the evaluative rating of alternative zi ∈ Z with respect 
to criterion xi ∈ X, where Aij is expressed as the following:

  = =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U
ij ij ij ij ij ij ijij ij ij ij ij ijA A A a a a a h a a a a h , (7)

and where ≤ ≤ ≤ ≤ ≤1 2 3 40 1L L L L
ij ij ij ija a a a , ≤ ≤ ≤ ≤ ≤1 2 3 40 1U U U U

ij ij ij ija a a a , ≤ 11
U L

ijija a , ≤4 4
L U
ij ija a

 
, 

< ≤ ≤0 1L U
ij ijh h , and ⊆L U

ij ijA A . Alternatively, consider criterion κ κ∈jx X . Let an IT2TrF 
number κ

ijA  denote the evaluative rating of alternative zi ∈ Z with respect to criterion 
κ κ∈jx X . The IT2TrF rating κ

ijA  is expressed as the following:
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 κ κ κ κ κ κ κ κ κ κ κ κ κ = =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U
ij ij ij ij ij ij ijij ij ij ij ij ijA A A a a a a h a a a a h , (8)

where κ κ κ κ≤ ≤ ≤ ≤ ≤1 2 3 40 1L L L L
ij ij ij ija a a a , κ κ κ κ≤ ≤ ≤ ≤ ≤1 2 3 40 1U U U U

ij ij ij ija a a a , κ κ≤ 11
U L

ijija a , κ ≤4
L
ija  κ

4
U
ija

 
, 

κ κ< ≤ ≤0 1L U
ij ijh h , and κ κ⊆L U

ij ijA A .

2.2. Determination of priority-based weights

For an MCDA problem with prioritised criteria, it is crucial to determine the weight of 
each priority class based on the prioritisation of the criteria and to aggregate the evaluative 
ratings of the alternatives with respect to prioritised criteria. As suggested by Yager (2008) 
and Yu and Xu (2013), the priority-based weights are associated with a criterion that is 
dependent on the satisfaction (or performance) of the higher priority criteria by modelling 
the prioritisation among criteria. Following the rationale above, an IT2TrF number κ

iQ  is 
defined to synthesise all of the IT2TrF ratings of a specific alternative zi ∈ Z with respect to 
all of the criteria in the same class as Xk. Next, the synthesised value κ

iQ  can be employed 
to develop an IT2F prioritised aggregation operator based on IT2TrF numbers.
Definition 5. Denote an IT2TrF number κ

ijA  as the evaluative rating of alternative zi ∈ Z 
with respect to criterion κ κ∈jx X , where κ= =1,2, , ,  1,2, ,i m j n  , and κ = η1,2, , . The 
synthesised value κ

iQ  for each zi is defined as follows:

 κ
κ

κ
=

 κ =  = 
⊗ κ = η−

 1

(1,1,1,1;1),(1,1,1,1;1) if  0,

if  1,2, , 1.
ni

ijj

Q
A 

 (9)

The synthesised value κ
iQ  can be computed using the multiplication operation based 

on IT2TrF numbers as follows:
 

 

κ κ κ κ κ

κ κ κ κ κ

κ κ κ κ κ
=κ = = = =

κ κ κ κ κ
== = = =

κ =  
 
 
 =   κ =

 
 

  

∏ ∏ ∏ ∏
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1 2 3 4 11 1 1 1

1 2 3 4 11 1 1 1

(1,1,1,1;1),(1,1,1,1;1) if  0,

, , , ;min ,

if  

, , , ;min

n n n n n
L L L L L

ij ij ij ij ijjj j j ji

n n n n n
U U U U U

ij ij ij ij ijjj j j j

a a a a h
Q

a a a a h







η−




1,2, , 1.

 (10)

For brevity, κ
iQ  is denoted as:

 κ κ κ κ κ κ κ κ κ κ κ κ κ = =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U
i i i i i i i qi i i i i qiQ Q Q q q q q h q q q q h , (11)

for κ = η−0,1, , 1  and =1,2, ,i m .
Definition 6. For alternative zi ∈ Z, the priority-based weight κ

iW  of the kth class is de-
fined by means of κ

iQ , as follows:

 
κ

ϕ−κ
ϕ=

= ⊗ κ = η =1
1

   1,2, ,   and  1,2, ,i iW Q i m  . (12)
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The priority-based weight κ
iW  can be computed using the multiplication operation of 

IT2TrF numbers as follows:

 

κ κ κ κ κ
ϕ− ϕ− ϕ− ϕ− ϕ−κ

ϕ=ϕ= ϕ= ϕ= ϕ=

 
 =
  
∏ ∏ ∏ ∏1, 1, 1, 1, 1,

1 2 3 4 11 1 1 1
, , , ;min ,L L L L L

i i i i i qiW q q q q h

                              

κ κ κ κ κ
ϕ− ϕ− ϕ− ϕ− ϕ−

ϕ=ϕ= ϕ= ϕ= ϕ=

 
 

  
∏ ∏ ∏ ∏1, 1, 1, 1, 1,

1 2 3 4 11 1 1 1
, , , ;min .U U U U U

i i i i qiq q q q h

             

(13)

For brevity, κ
iW  is denoted as:

 κ κ κ κ κ κ κ κ κ κ κ κ κ = =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U
i i i i i i i wi i i i i wiW W W w w w w h w w w w h , (14)

for κ = η1,2, ,  and =1,2, ,i m .

Theorem 1. Let κ
ijA (= κ κ κ κ κ κ κ κ κ κ κ κ =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U

ij ij ij ij ij ijij ij ij ij ij ijA A a a a a h a a a a h )  
( =1,2, ,i m , κ=1,2, ,j n , and κ = η1,2, , ) be a collection of IT2TrF numbers that are 
bounded within [0, 1]. The synthesised value κ

iQ  ( κ = η−0,1, , 1 ) and the priority-based 
weight κ

iW  ( κ = η1,2, , ) for all i are also IT2TrF numbers bounded within [0, 1].

Proof. See Appendix A.
Note that the priority-based weights of the criteria with higher priority dominate those 

of the lower prior criteria (see Theorem 2). Furthermore, the priority-based weights that 
correspond to distinct priority classes are usually different among the m alternatives.

Theorem 2. The priority-based weights for alternative zi ∈ Z satisfy κ κ⊇ "
i iW W  if κ < κ" , 

where κ κ = η, " 1,2, ,  and κ ≠ κ" .

Proof. See Appendix B.
For alternative zi ∈ Z, the normalised priority-based weight κ′iW  of the kth class is 

computed by the following:

 )
η

γκ κ
γ

γ=

 
′ = ∅ ⊕ ⋅ κ = η =  

 1
   1,2, ,   and  1,2, ,i i iW W n W i m  , (15)

where the following is obtained using the addition and multiplication operations:

 
(

η η η ηη η
γ γ γ γ γ γ

γ γ γ γ γ
γ=γ= γ= γ= γ= γ=

 
 ⊕ ⋅ = ⋅ ⋅ ⋅ ⋅
  
∑ ∑ ∑ ∑1 2 3 4 11 1 1 1 1

, , , ;min ,L L L L L
i i i i i win W n w n w n w n w h

                                  

η η η η η
γ γ γ γ γ

γ γ γ γ
γ=γ= γ= γ= γ=

 
 ⋅ ⋅ ⋅ ⋅

  
∑ ∑ ∑ ∑1 2 3 4 11 1 1 1

, , , ;min .U U U U U
i i i i win w n w n w n w h

    

(16)

  
Let ξ∈{1,2,3,4}  and denote ( )

η
γκ κ

γξ ξ −ξ
γ=

′ = ⋅∑ (5 )
1

LL L
i i iw w n w , (

η
γκ κ

γξ ξ −ξ
γ=

′ = ⋅∑ (5 )
1

UU U
i i iw w n w

 
, 

η
γκ κ

′ γ=

  =  
  1

min ,min LL L
wi wiw ih h h , and 

η
γκ κ

′ γ=

  =  
  1

min ,min UU U
wi wiw ih h h  for each ξ . Next, κ′iW  is de-

noted as
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  κ κ κ κ κ κ κ κ κ κ κ κ κ
′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′ ′= =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U

i i i i i i i i i i iw i w iW W W w w w w h w w w w h  (17)

for κ = η1,2, ,  and =1,2, ,i m .

Theorem 3 

Let κ
iW  ( κ κ κ κ κ κ κ κ κ κ κ κ = =  1 2 3 4 1 2 3 4[ , ] ( , , , ; ),( , , , ; )L U L L L L L U U U U U

i i i i i i wi i i i i wiW W w w w w h w w w w h ) 
( =1,2, ,i m  and κ = η1,2, , ) be the priority-based weight expressed by an IT2TrF num-
ber bounded within [0, 1]. The normalised value κ′iW  ( κ = η1,2, , ) for all i and k is also 
an IT2TrF number bounded within [0, 1].

Proof. See Appendix C.

Theorem 4. The normalised priority-based weights for alternative zi ∈ Z satisfy κ κ′ ′⊇ "
i iW W  

if κ < κ" , where κ κ = η, " 1,2, ,  and κ ≠ κ" .

Proof. The proof of this theorem is similar to that of Theorem 2.
It should be noted that (κ=  ′⊕ ⋅ ≠  1 1,1,1,1;1 , 1,1,1,1;1in W  in the context of IT2F 

sets. Observe that:

 

( )

η η η η
κ κ κ κ

κ κ κ κ η
η κ= κ= κ= κ=κ κ

κκ= η η η η κ=
κ κ κ κ

κ κ κ κ
κ= κ= κ= κ=

 
 ⋅ ⋅ ⋅ ⋅ 
 ′⊕ ⋅ =  
 ⋅ ⋅ ⋅ ⋅  

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

1 2 3 4
1 1 1 1

1 1
4 3 2 1

1 1 1 1

, , , ;min ,

L L L L
i i i i

L
i wi

L L L L
i i i i

n w n w n w n w
n W h

n w n w n w n w

  

η η η η
κ κ κ κ

κ κ κ κ η
κ= κ= κ= κ= κ
η η η η κ=

κ κ κ κ
κ κ κ κ

κ= κ= κ= κ=

 
⋅ ⋅ ⋅ ⋅ 
 
 
 ⋅ ⋅ ⋅ ⋅  

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

1 2 3 4
1 1 1 1

1
4 3 2 1

1 1 1 1

, , , ;min .

U U U U
i i i i

U
wi

U U U U
i i i i

n w n w n w n w
h

n w n w n w n w
                        

(18)

          
It is obvious that the sum of the normalised priority-based weights will not be restricted 

to ( ) ( )  1,1,1,1;1 , 1,1,1,1;1 . However, ( )η κ
κκ= ′⊕ ⋅1 in W  will approach ( ) ( )  1,1,1,1;1 , 1,1,1,1;1  

in most situations.

2.3. A prioritised IT2F aggregation operator

This subsection introduces a new concept of prioritised IT2F aggregation operators. As 
stated previously, the IT2TrF number Aij is denoted as the evaluative rating of alternative 
zi ∈ Z with respect to criterion xi ∈ X. For convenience, let W be the set of all IT2TrF 
numbers. The IT2TrF ratings can be aggregated for each alternative zi using the following 
prioritised IT2F aggregation operator, as follows.

Definition 7. Denote an IT2TrF number Aij as the evaluative rating of alternative zi ∈ Z 
with respect to criterion xi ∈ X, where =1,2, ,i m  and =1,2, ,j n . For =1,2, ,i m , let 
PIT2FA: Ω →Ωn ; if:

 ( )κη
κ κ

κ= =

 
′= ⊕ ⊕ ⊗  

 
1 2 1 1

2 ( , , , )
n

i i in i ijj
PIT FA A A A W A , (19)
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and the function PIT2FA is referred to as a prioritised IT2F aggregation operator, where the 
normalised priority-based weight κ′iW  (= κ κ κ κ κ κ κ κ

′ ′ ′ ′ ′ ′ ′ ′ 1 2 3 4 1 2 3( , , , ; ),( , , ,L L L L L U U U
i i i i i i iw iw w w w h w w w

 κ κ
′ ′ 4 ; )U U

i w iw h ) and the rating κ
ijA  (= κ κ κ κ κ κ κ κ κ κ 

 1 2 3 4 1 2 3 4( , , , ; ),( , , , ; )L L L L L U U U U U
ij ij ij ij ij ij ij ij ij ija a a a h a a a a h ) are 

IT2TrF numbers bounded within [0, 1].

Theorem 5. Let κ
ijA  (= κ κ κ κ κ κ κ κ κ κ 

 1 2 3 4 1 2 3 4( , , , ; ),( , , , ; )L L L L L U U U U U
ij ij ij ij ij ij ij ij ij ija a a a h a a a a h ) ( =1,2, ,i m  , 

κ=1,2, ,j n , and κ = η1,2, , ) be a collection of IT2TrF numbers bounded within [0,1]. 
Let κ′iW  (= κ κ κ κ κ κ κ κ κ κ

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ 1 2 3 4 1 2 3 4( , , , ; ),( , , , ; )L L L L L U U U U U
i i i i i i i iw i w iw w w w h w w w w h ) ( =1,2, ,i m  

and κ = η1,2, , ) be the normalised priority-based weight. Next, the synthetic evaluation 
2 1 2( , , , )i i inPIT FA A A A  for all i is also an IT2TrF number.

Proof. See Appendix D.
2 1 2( , , , )i i inPIT FA A A A  represents the synthetic evaluation of alternative zi  ∈ 

Z in terms of all of the prioritised criteria. Let ξ∈{1,2,3,4} . For brevity, denote 

ξ =L
ip  

κη
κ κ
ξ ξ

κ= =

′ ⋅∑∑
1 1

n
L L

i ij
j

w a , 
κη

κ κ
ξ ξ ξ

κ= =

′= ⋅∑∑
1 1

n
U U U

i i ij
j

p w a , { }( )κη
κ κ
′κ= =

=
1 1

minmin min ,
n

L L L
pi ijw ij

h h h , and 

κη

κ= =
=

1 1
minmin

n
U
pi j

h  { }( )κ κ
′min ,U U

ijw ih h  for each x. Therefore, 2 1 2( , , , )i i inPIT FA A A A  is de-

noted as

    = =  1 2 1 2 3 4 1 2 3 42 ( , , , ) [ , ] ( , , , ; ),( , , , ; ) ,L U L L L L L U U U U U
i i in i i i i i i pi i i i i piPIT FA A A A P P p p p p h p p p p h  (20)

where ≤ ≤ ≤ ≤1 2 3 40 L L L L
i i i ip p p p , ≤ ≤ ≤ ≤1 2 3 40 U U U U

i i i ip p p p , ≤1 1
U L
i ip p , ≤4 4

L U
i ip p , < ≤0 L

pih  
≤1U

pih , and ⊆L U
i iP P .

This paper uses the IT2TrF weights instead of scalar weights to express the relative im-
portance of various priority classes. Additionally, the sum of the normalised priority-based 
weights is not equal to ( ) ( )  1,1,1,1;1 , 1,1,1,1;1 . Therefore, as indicated in Theorem 5, the 
synthetic evaluation 1 22 ( , , , )i i inPIT FA A A A  is an IT2TrF number, but it might be not 
bounded within [0, 1]. In addition, the developed prioritised IT2F aggregation operator 
does not satisfy the properties of idempotency and boundary conditions in general. How-
ever, the prioritised IT2F aggregation operator still possesses the property of monotonicity.

Theorem 6

Let κ
ijA  (= κ κ κ κ κ κ κ κ κ κ 

 1 2 3 4 1 2 3 4( , , , ; ),( , , , ; )L L L L L U U U U U
ij ij ij ij ij ij ij ij ij ija a a a h a a a a h ) 

and  κ"
ijA  (= κ κ κ κ κ κ κ κ κ κ 

 
" " " " " " " " " "
1 2 3 4 1 2 3 4( , , , ; ),( , , , ; )L L L L L U U U U U
ij ij ij ij ij ij ij ij ij ija a a a h a a a a h ) ( κ = η1,2, ,  ,

=1,2, ,i m , and κ=1,2, ,j n ) be two collections of IT2TrF numbers. 
Let κ′iW  (= κ κ κ κ κ κ κ κ κ κ

′ ′ ′ ′ ′ ′ ′ ′ ′ ′ 1 2 3 4 1 2 3 4( , , , ; ),( , , , ; )L L L L L U U U U U
i i i i i i i iw i w iw w w w h w w w w h ) ( κ = η1,2, ,  

and =1,2, ,i m ) be the normalised priority-based weight. If κ κ⊆ "
ij ijA A  for all k, i, and 

j, then
 2 2⊆ =" " "

1 2 1 2( , , , ) ( , , , )   1,2, , .i i in i i inPIT FA A A A PIT FA A A A i m    (21)

Proof. See Appendix E.
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2.4. MCDA method using prioritised IT2F aggregation operators

To compare the synthetic evaluation 1 22 ( , , , )i i inPIT FA A A A  of the alternative zi ∈ Z, 
this paper uses an approach that uses signed distances to convert the IT2TrF number of 

1 22 ( , , , )i i inPIT FA A A A  into real numbers. More specifically, the signed distances in the 
context of IT2F sets (Chen 2012) are used to define the ordering of the IT2TrF numbers. 
Let the level 1 fuzzy number 10  map onto the vertical axis at the origin. For each zi ∈ Z, 
the signed distance from 1 22 ( , , , )i i inPIT FA A A A  to 10  is computed as follows:

 

=

 
 + + + + + + + + + − −
 
 

1 2 1

1 2 3 4 1 2 3 4 2 3 1 4

( 2 ( , , , ),0 )

1 4 2 2 4 3( ) .
8

i i in
L
piL L L L U U U U U U U U

i i i i i i i i i i i i U
pi

d PIT FA A A A

h
p p p p p p p p p p p p

h





 
(22)

Next, a complete ranking order PIT2FA PIT2FA( ,~ )  for all m alternatives is induced by 
the signed distance 2 1 2 1( ( , , , ),0 )i i ind PIT FA A A A 

 , as follows:

 

2

2

2

>
1 1 11 2

1 2 2 2 2

11 2

1 2

PIT2FA
1 2 1

1 2 1
PIT2FA

1

if and only if  ( ( , , , ),0 )

(  outranks )                   ( ( , , , ),0 ),

if and only if  ( ( ,~

(  is indifferent to )

i i i ni i

i i i i i n

ii i

i i

d PIT FA A A Az z

z z d PIT FA A A A

d PIT FA A Az z

z z










2









1 1

2 2 2

2 1

1 2 1

, , ),0 )

                   = ( ( , , , ),0 ).
i i n

i i i n

A

d PIT FA A A A









 (23)

The prioritised IT2F aggregation operator-based approach for solving an MCDA prob-
lem in the IT2TrFN environment is summarised in the following steps:

Step 1: Formulate an MCDA problem with prioritised criteria. Specify the alternative set 
{ }= 1 2, , , mZ z z z  and the criteria set { }= 1 2, , , nX x x x .

Step 2: Designate the prioritisation relationships among the n criteria. Next, the criteria 
set X is divided into h priority classes 1 2,  , ,X X 

η and X , where κ =X  { κ κ κ
1 2, , , nx x x  

( κ = η1,2, , ).

Step 3: Select appropriate linguistic variables (e.g., Table 1) or other data collection tools to 
establish the IT2TrF rating κ

ijA  in (8) for alternative zi ∈ Z with respect to criteria κ κ∈jx X
 
, 

which are provided by the decision-maker.

Step 4: Apply (10) to calculate the synthesised value κ
iQ  of alternative zi ∈ Z in the kth 

priority class.

Step 5: Use (13) and (15) to compute the priority-based weight κ
iW  and the normalised 

priority-based weight κ′iW , respectively, of the kth priority class for each alternative zi ∈ Z.

Step 6: Aggregate the individual IT2TrF ratings using the prioritised IT2F aggregation 
operator in (19) to obtain 1 22 ( , , , )i i inPIT FA A A A  of alternative zi ∈ Z.

Step 7: Compute the signed distance 1 2 1( 2 ( , , , ),0 )i i ind PIT FA A A A 

  for each alternative 
zi ∈ Z using (22). Next, determine the complete ranking order for the set Z of alternatives 
using PIT2FA PIT2FA( ,~ )  in (23).
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3. Illustrative applications

This section explores a practical example of a landfill site selection problem to demonstrate 
the effectiveness of the prioritised IT2F aggregation operator-based method for MCDA in 
an IT2TrFN framework.

This practical example involves a problem that addresses the selection of landfill sites 
in a city. The criteria that must be considered when selecting a landfill site are complicated 
because the interests and rights of the stakeholders and the general public must be consid-
ered. Therefore, according to the city government requirements, the stakeholders, public 
representatives, and city officers have proposed several evaluation criteria for the landfill 
site selection process. The details of these criteria are outlined in Table 2.

Table 2. Criteria used to evaluate the landfill sites.

Criterion (xj) Explanation

Environmental 
impact (x1)

The process of constructing a landfill could destroy groundwater protection areas. 
Future operations of the landfill could also have a negative impact on the soil and 
geology. Without proper consideration of environmental factors, the residents near 
the landfill site (or the general public) who use the water resources will be placed 
at risk, and their health will be threatened.

Ecological 
impact (x2)

It is difficult to preserve the ecology. It is especially difficult to preserve protected 
areas because they are vulnerable to damage from the surrounding environment, 
and this damage can affect the ecosystem. Therefore, a landfill should not be 
constructed in national parks, wetlands, or the surroundings of ecological or 
animal protection areas.

Terrain 
suitability (x3)

The suitability of the terrain in the selected location is determined by the slope of 
the terrain and the altitude of the location. If the slope of the terrain is too steep, 
then constructing a landfill on this site will easily increase the external pollution. 
The best slope should be less than 12%, to prevent pollution from flowing out of 
the landfill.

Transportation 
convenience (x4)

If the site is located in a remote location, then the lack of transportation 
infrastructure and the high costs of transporting the garbage to the landfill site will 
be a source of inefficiency in the entire landfill process. Therefore, the convenience 
of the transportation network near the landfill site must be considered.

Construction 
cost (x5)

The construction costs include the cost of the land, the compensation to local 
residents, and the costs of the landfill operations and management. The construction 
of the landfill will also affect the value of the surrounding land and its agricultural 
productivity. These costs also should be included in the construction costs.

Community 
equity (x6)

To successfully construct the landfill, the community must fairly share the risks 
that are involved in the process. In other words, the risk that is attributed to 
establishment of the landfill site should be shared equally by the surrounding 
communities; it should not be borne by a small number of people who then lose 
their equity.

Historic impact 
(x7)

The historic impact includes, e.g., the damage to the aesthetics of the location 
and the diffusion of strange smells from the landfill site. Although not hazardous 
to human health, these effects will influence the public perception of the site and 
could even be viewed by the public as a symbol of the land. These effects could 
influence the sightseeing or tourist attractions that surround the land.
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The computational procedure of the proposed prioritised IT2F aggregation oper-
ator-based method is summarised as follows. In Step 1, four candidate landfill sites 
are proposed in the MCDA problem; the set of all of the candidate sites is denoted 
by = 1 2 3 4{ , , , }Z z z z z . As stated in Table 2, the set of evaluative criteria is denoted by 

= 1 2 8{ , , , }X x x x .
In Step 2, the governing authority provides the prioritisation relationships among the 

criteria (see Table 3) in which x1 and x2 belong to the first priority level, x3 and x4 belong to 
the second priority level, x5 and x6 belong to the third priority level, and x7 belongs to the 
last priority level. Next, the set X of criteria can be partitioned into four distinct classes, X1, 
X2, X3, and X4, such that { }=1 1 1

1 2,X x x , { }=2 2 2
1 2,X x x , { }=3 3 3

1 2,X x x , and { }=4 4
1X x . In 

this work, n1 = 2, n2 = 2, n3 = 2, n4 = 1, h = 4, and κκ= =∑4
1 7n . The prioritisation among 

these classes is 1 2 3 4X X X X   .

               Table 3. Prioritisation relationships and linguistic ratings

Prioritised criterion ( κ
jx ) Priority level

Candidate locations

z1 z2 z3 z4

Environmental impact ( 1
1x ) First priority G F P P

Ecological impact ( 1
2x ) First priority G MG P MP

Terrain suitability ( 2
1x ) Second priority EG VG VP P

Transportation convenience ( 2
2x ) Second priority P VP EG G

Construction cost ( 3
1x ) Third priority VP MG F F

Community equity ( 3
2x ) Third priority VP G MG VG

Historic impact ( 4
1x ) Fourth priority VP G VP P

In Step 3, the linguistic variables in Table 1 were used to describe the ratings of the 
candidate sites with respect to each criterion, as indicated in Table 3. After converting the 
linguistic terms to IT2TrF numbers, the IT2TrF rating κ

ijA  was obtained for zi ∈ Z on 
κ κ∈jx X . In Step 4, the synthesised value κ

iQ  of alternative zi ∈ Z in each priority class 
was calculated. The computational results of κ

iQ  are provided in Table 4. Consider 1
2Q  (i = 

2 and k = 1) as an example. As indicated in Table 3, the linguistic ratings of z2 with respect 
to 1

1x  and 1
2x  are fair (F) and medium good (MG), respectively. According to Table 1, the 

corresponding IT2TrF numbers are 1
21A = [(0.4025, 0.4525, 0.5375, 0.5675; 0.8), (0.32, 0.41, 

0.58, 0.65; 1.0)] and 1
22A = [(0.65, 0.6725, 0.7575, 0.79; 0.8), (0.58, 0.63, 0.80, 0.86; 1.0)]. 

Next, applying (10), 1
2Q  is calculated as follows:

     

{ }( )
{ }( )

( ) ( )

= ⊗ =

 × × × ×
× × × × =

  

1 1 1
2 21 22

0.4025 0.65,0.4525 0.6725,0.5375 0.7575,0.5675 0.79;min 0.8,0.8 ,

0.32 0.58,0.41 0.63,0.58 0.80,0.65 0.86;min 1.0,1.0

0.2616,0.3043,0.4072,0.4483;0.8 , 0.1856,0.2583,0.4640,0.5590;1.0 .

Q A A

            (24)
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           Table 4. Results for the synthesised values

zi k The synthesised value κ
iQ

z1 0 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
1 [(0.6123, 0.6642, 0.7832, 0.8236; 0.8), (0.5184, 0.6084, 0.8464, 0.9409; 1.0)]
2 [(0.0875, 0.1200, 0.1600, 0.1825; 0.8), (0.0400, 0.1000, 0.1800, 0.2300; 1.0)]
3 [(0.0001, 0.0001, 0.0002, 0.0028; 0.8), (0.0000, 0.0000, 0.0004, 0.0049; 1.0)]

z2 0 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
1 [(0.2616, 0.3043, 0.4072, 0.4483; 0.8), (0.1856, 0.2583, 0.4640, 0.5590; 1.0)]
2 [(0.0071, 0.0074, 0.0149, 0.0521; 0.8), (0.0000, 0.0000, 0.0200, 0.0700; 1.0)]
3 [(0.5086, 0.5481, 0.6704, 0.7169; 0.8), (0.4176, 0.4914, 0.7360, 0.8342; 1.0)]

z3 0 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
1 [(0.0077, 0.0144, 0.0256, 0.0333; 0.8), (0.0016, 0.0100, 0.0324, 0.0529; 1.0)]
2 [(0.0075, 0.0075, 0.0150, 0.0525; 0.8), (0.0000, 0.0000, 0.0200, 0.0700; 1.0)]
3 [(0.2616, 0.3043, 0.4072, 0.4483; 0.8), (0.1856, 0.2583, 0.4640, 0.5590; 1.0)]

z4 0 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
1 [(0.0203, 0.0306, 0.0520, 0.0652; 0.8), (0.0068, 0.0220, 0.0648, 0.0966; 1.0)]
2 [(0.0685, 0.0978, 0.1416, 0.1656; 0.8), (0.0288, 0.0780, 0.1656, 0.2231; 1.0)]
3 [(0.3814, 0.4457, 0.5335, 0.5632; 0.8), (0.2976, 0.4018, 0.5800, 0.6500; 1.0)]

In Step 5, the priority-based weight κ
iW  of the kth priority class for each alternative zi 

∈ Z was computed. For example, 3
2W  is calculated as follows:

(
{ }) (

{ })

= ⊗ ⊗ =

 × × × × × × × ×
× × × × × ×

× × =

3 0 1 2
2 2 2 2

1 0.2616 0.0071,1 0.3043 0.0074,1 0.4072 0.0149,1 0.4483 0.0521;

min 1.0,0.8,0.8 , 1 0.1856 0.0000,1 0.2583 0.0000,1 0.4640 0.0200,

1 0.5590 0.0700;min 1.0,1.0,1.0

0.0019,0.0023,0.0061,0

W Q Q Q

( ) ( )  .0234;0.8 , 0.0000,0.0000,0.0093,0.0391;1.0 .

        

(25)

Next, the normalised priority-based weight κ′iW  for each k and i was determined. For 
example, ′21W  is calculated as follows:

             ( ) ( ) ( ) ( ) ′ = ∅ ⋅ ⊕ ⋅ ⊕ ⋅ ⊕ ⋅ = 
2 2 1 2 3 4

1 1 1 1 2 1 3 1 4 1W W n W n W n W n W

             


 × + × + × + × × + × + × + ×

0.6123 0.6642, ,
2 1 2 0.8236 2 0.1503 1 0.0004 2 1 2 0.7832 2 0.1253 1 0

           × + × + × + × × + × + × + ×
0.7832 0.8236 , ;

2 1 2 0.6642 2 0.0797 1 0 2 1 2 0.6123 2 0.0536 1 0

             
{ }{ })  × + × + × + ×

0.5184min 0.8,min 1.0,0.8,0.8,0.8 , ,
2 1 2 0.9409 2 0.2164 1 0.0011

            × + × + × + × × + × + × + ×
0.6084 0.8464, ,

2 1 2 0.8464 2 0.1524 1 0.0001 2 1 2 0.6084 2 0.0608 1 0
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{ }{ }  =× + × + × + × 

0.9409 ;min 1.0,min 1.0,1.0,1.0,1.0
2 1 2 0.5184 2 0.0207 1 0

         ( ) ( )  0.1551,0.1740,0.2246,0.2472;0.8 , 0.1201,0.1522,0.2535,0.3057;1.0 .
       

(26)
 
The computational results of κ

iW  and κ′iW  are provided in Table 5.

            Table 5. Results for the (normalised) priority-based weights

zi k The priority-based weight κ
iW

z1 1 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
2 [(0.6123, 0.6642, 0.7832, 0.8236; 0.8), (0.5184, 0.6084, 0.8464, 0.9409; 1.0)]
3 [(0.0536, 0.0797, 0.1253, 0.1503; 0.8), (0.0207, 0.0608, 0.1524, 0.2164; 1.0)]
4 [(0.0000, 0.0000, 0.0000, 0.0004; 0.8), (0.0000, 0.0000, 0.0001, 0.0011; 1.0)]

z2 1 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
2 [(0.2616, 0.3043, 0.4072, 0.4483; 0.8), (0.1856, 0.2583, 0.4640, 0.5590; 1.0)]
3 [(0.0019, 0.0023, 0.0061, 0.0234; 0.8), (0.0000, 0.0000, 0.0093, 0.0391; 1.0)]
4 [(0.0009, 0.0012, 0.0041, 0.0167; 0.8), (0.0000, 0.0000, 0.0068, 0.0326; 1.0)]

z3 1 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
2 [(0.0077, 0.0144, 0.0256, 0.0333; 0.8), (0.0016, 0.0100, 0.0324, 0.0529; 1.0)]
3 [(0.0001, 0.0001, 0.0004, 0.0017; 0.8), (0.0000, 0.0000, 0.0006, 0.0037; 1.0)]
4 [(0.0000, 0.0000, 0.0002, 0.0008; 0.8), (0.0000, 0.0000, 0.0003, 0.0021; 1.0)]

z4 1 [(1.0000, 1.0000, 1.0000, 1.0000; 1.0), (1.0000, 1.0000, 1.0000, 1.0000; 1.0)]
2 [(0.0203, 0.0306, 0.0520, 0.0652; 0.8), (0.0068, 0.0220, 0.0648, 0.0966; 1.0)]
3 [(0.0014, 0.0030, 0.0074, 0.0108; 0.8), (0.0002, 0.0017, 0.0107, 0.0216; 1.0)]
4 [(0.0005, 0.0013, 0.0039, 0.0061; 0.8), (0.0001, 0.0007, 0.0062, 0.0140; 1.0)]

zi k The normalised priority-based weight κ′iW
z1 1 [(0.2533, 0.2620, 0.2867, 0.3001; 0.8), (0.2317, 0.2501, 0.2995, 0.3249; 1.0)]

2 [(0.1551, 0.1740, 0.2246, 0.2472; 0.8), (0.1201, 0.1522, 0.2535, 0.3057; 1.0)]
3 [(0.0136, 0.0209, 0.0359, 0.0451; 0.8), (0.0048, 0.0152, 0.0457, 0.0703; 1.0)]
4 [(0.0000, 0.0000, 0.0000, 0.0001; 0.8), (0.0000, 0.0000, 0.0000, 0.0004; 1.0)]

z2 1 [(0.3378, 0.3533, 0.3825, 0.3956; 0.8), (0.3097, 0.3386, 0.3974, 0.4217; 1.0)]
2 [(0.0884, 0.1075, 0.1558, 0.1773; 0.8), (0.0575, 0.0875, 0.1844, 0.2357; 1.0)]
3 [(0.0006, 0.0008, 0.0023, 0.0093; 0.8), (0.0000, 0.0000, 0.0037, 0.0165; 1.0)]
4 [(0.0003, 0.0004, 0.0016, 0.0066; 0.8), (0.0000, 0.0000, 0.0027, 0.0137; 1.0)]

z3 1 [(0.4829, 0.4873, 0.4929, 0.4961; 0.8), (0.4727, 0.4840, 0.4950, 0.4992; 1.0)]
2 [(0.0037, 0.0070, 0.0126, 0.0165; 0.8), (0.0008, 0.0048, 0.0160, 0.0264; 1.0)]
3 [(0.0000, 0.0000, 0.0002, 0.0008; 0.8), (0.0000, 0.0000, 0.0003, 0.0018; 1.0)]
4 [(0.0000, 0.0000, 0.0001, 0.0004; 0.8), (0.0000, 0.0000, 0.0001, 0.0010; 1.0)]

z4 1 [(0.4634, 0.4711, 0.4834, 0.4893; 0.8), (0.4444, 0.4636, 0.4883, 0.4965; 1.0)]
2 [(0.0094, 0.0144, 0.0251, 0.0319; 0.8), (0.0030, 0.0102, 0.0316, 0.0480; 1.0)]
3 [(0.0006, 0.0014, 0.0036, 0.0053; 0.8), (0.0001, 0.0008, 0.0052, 0.0107; 1.0)]
4 [(0.0002, 0.0006, 0.0019, 0.0030; 0.8), (0.0000, 0.0003, 0.0030, 0.0070; 1.0)]
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In Step 6, the prioritised IT2F aggregation operator was employed to acquire the syn-
thetic evaluation of alternative zi ∈ Z. Consider alternative z1 as an example. According 
to (19),

 
( ) ( ) ( ) ( )

( ) ( ) ( )
1 1 1 1 2 2 2 2

11 12 17 1 11 1 12 1 11 1 12

3 3 3 3 4 4
1 11 1 12 1 11

2 ( , , , )

.

PIT FA A A A W A W A W A W A

W A W A W A

′ ′ ′ ′= ⊗ ⊕ ⊗ ⊕ ⊗ ⊕ ⊗ =

′ ′ ′⊕ ⊗ ⊕ ⊗ ⊕ ⊗



(27)

Next, the PIT2FA value of z1 was calculated as follows:

11 12 172 ( , , , )PIT FA A A A = [(0.5653, 0.6223, 0.7691, 0.8417; 0.8), (0.4586, 0.5576, 
0.8520, 1.0162; 1.0)],
where, e.g.,

     
κ

κ κ

κ= =

′ ⋅ = × + × + × + × +

× + × + × =

∑∑
4

11 11
1 1

0.2533 0.7825 0.2533 0.7825 0.1551 1 0.1551 0.0875

0.0136 0.0075 0.0136 0.0075 0.0000 0.0075 0.5653.

n
L L

j
j

w a  

(28)

The PIT2FA values of the other three alternatives are as follows:

21 22 272 ( , , , )PIT FA A A A = [(0.4411, 0.5057, 0.6575, 0.7441; 0.8), (0.3322, 0.4379, 
0.7453, 0.9325; 1.0)],

31 32 372 ( , , , )PIT FA A A A = [(0.0882, 0.1240, 0.1708, 0.1995; 0.8), (0.0386, 0.1016, 
0.1949, 0.2607; 1.0)],

41 42 472 ( , , , )PIT FA A A A = [(0.1573, 0.1922, 0.2665, 0.3078; 0.8), (0.0957, 0.1585, 
0.3072, 0.3996; 1.0)].

In Step 7, the signed distance for each alternative zi ∈ Z was computed using (22), as 
follows:

       =11 12 1 1( 2 ( , , , ),0 )nd PIT FA A A A 



 
+ + + + × + × + × +

1 0.5653 0.6223 0.7691 0.8417 4 0.4586 2 0.5576 2 0.8520
8

       
( ) × + + − − =



0.84 1.0162 3 0.5576 0.8520 0.4586 1.0162 1.4200,
1.0

                        (29)

=21 22 2 1( 2 ( , , , ),0 )nd PIT FA A A A 

 1.1973, =31 32 3 1( 2 ( , , , ),0 )nd PIT FA A A A 

 0.2957, and 
=41 42 4 1( 2 ( , , , ),0 )nd PIT FA A A A 

 0.4707. Next, the complete ranking orders of the four 
candidate landfill sites were obtained using PIT2FA PIT2FA( ,~ )  as follows: 1 2 4 3z z z z    . 
The best choice is the first candidate site (z1).

Conclusions

Exact data can be difficult to determine precisely because human judgment is often im-
precise under many conditions. At times, available information is not sufficient for an 
exact definition of a degree of membership for certain elements. The use of IT2F sets can 
appropriately address imprecise or uncertain decision information in fields that require 
MCDA, especially with respect to a lack of knowledge or experience, intangible or non-
monetary criteria, or a complex and uncertain environment. In the decision context of 
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IT2TrF numbers, this paper developed a prioritised IT2F aggregation-operator-based ap-
proach to address MCDA problems in which prioritisation relationships exist among the 
evaluative criteria. This paper modelled prioritisation among the criteria by assessing the 
priority-based weights that are associated with criteria dependence on the satisfaction of 
the higher priority criteria. This paper presented a new prioritised IT2F aggregation opera-
tor to aggregate the IT2TrF ratings of alternatives with respect to each prioritised criterion. 
Based on synthetic evaluations given by the prioritised IT2F aggregation operator, this 
paper determined the ranking order of the alternatives according to the corresponding 
signed distances. Furthermore, this paper explored the problem of landfill site selection to 
demonstrate the feasibility and applicability of the proposed method.
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Appendix A

Proof of Theorem 1. Because κ
ijA  is an IT2TrF number bounded within [0, 1], κ≤ ≤10 L

ija
 κ κ κ≤ ≤ ≤2 3 4 1L L L

ij ij ija a a , κ κ κ κ≤ ≤ ≤ ≤ ≤1 2 3 40 1U U U U
ij ij ij ija a a a , κ κ≤ 11

U L
ijija a , κ κ≤4 4

L U
ij ija a , κ κ< ≤0 L U

ij ijh h
  
≤1,  

and κ κ⊆L U
ij ijA A  hold for each =1,2, ,i m , κ=1,2, ,j n , and κ = η1,2, ,  . It follows 

that κ κ κ κκ κ κ κ
= = = =

≤ ≤ ≤ ≤ ≤∏ ∏ ∏ ∏1 2 3 41 1 1 10 1n n n nL L L L
ij ij ij ijj j j ja a a a , κ κ

=
≤ ≤∏ 110 n U

ijj a
 

κ κ κκ κ κ
= = =

≤ ≤ ≤∏ ∏ ∏2 3 41 1 1 1n n nU U U
ij ij ijj j ja a a

κ κ κκ κ κ
= = =

≤ ≤ ≤∏ ∏ ∏2 3 41 1 1 1n n nU U U
ij ij ijj j ja a a ,  κ κκ κ

= =
≤∏ ∏ 111 1

n nU L
ijijj ja a ,  κ κκ κ

= =
≤∏ ∏4 41 1

n nL U
ij ijj ja a ,  and 

κ κκ κ
= =< ≤ ≤1 10 min min 1n nL U

ijj j ijh h . By Definition 5 and (13), κ κ κ κ≤ ≤ ≤ ≤ ≤1 2 3 40 1L L L L
i i i iq q q q , 

κ κ κ κ≤ ≤ ≤ ≤ ≤1 2 3 40 1U U U U
i i i iq q q q , κ κ≤1 1

U L
i iq q , κ κ≤4 4

L U
i iq q , κ κ< ≤ ≤0 1L U

qi qih h , and κ κ⊆L U
i iQ Q  

for each κ = η−0,1, , 1  and =1,2, ,i m . Therefore, the synthesised value κ
iQ  is an IT-

2TrF number bounded within [0, 1]. The proof of the priority-based weight κ
iW  is similar 

to that of κ
iQ .

Appendix B

Proof of Theorem 2. Let ξ∈{1,2,3,4} . The following inequalities hold for each ξ , as fol-
lows:

     

κ κ κ
ϕ− ϕ− ϕ−
ξ ξ ξ

ϕ= ϕ= ϕ=κ+
≥ ⋅∏ ∏ ∏

"
1, 1, 1,

1 1 1

L L L
i i iq q q  and 

κ κ κ
ϕ− ϕ− ϕ−
ξ ξ ξ

ϕ= ϕ= ϕ=κ+
≥ ⋅∏ ∏ ∏

"
1, 1, 1,

1 1 1

U U U
i i iq q q .

Therefore, κ κ
ξ ξ≥ "L L

i iw w  and κ κ
ξ ξ≥ "U U

i iw w  for each ξ . In addition,
κ κ κ κ

ϕ− ϕ− ϕ− ϕ−

ϕ= ϕ= ϕ=κ+ ϕ=

  ≥ = 
  

" "
1, 1, 1, 1,

1 1 1 1
min min min , min minL L L L

qi qi qi qih h h h  and

κ κ κ κ
ϕ− ϕ− ϕ− ϕ−

ϕ= ϕ= ϕ=κ+ ϕ=

  ≥ = 
  

" "
1, 1, 1, 1,

1 1 1 1
min min min , min minU U U U

qi qi qi qih h h h .

In other words, κ κ≥ "L L
wi wih h  and κ κ≥ "U U

wi wih h  hold. It follows that κ κ⊇ "
i iW W . 
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Appendix C

Proof of Theorem 3. Because κ
iW  is an IT2TrF number bounded within [0, 1], κ≤ 10 L

iw  
κ κ κ≤ ≤ ≤ ≤2 3 4 1L L L
i i iw w w ,  κ κ κ κ≤ ≤ ≤ ≤ ≤1 2 3 40 1U U U U

i i i iw w w w ,  κ κ≤1 1
U L

i iw w ,  κ κ≤4 4
L U
i iw w , 

κ κ< ≤ ≤0 1L U
wi wih h , and κ κ⊂L U

i iW W  hold for each =1,2, ,i m  and κ = η1,2, , . Consid-
er the case of κ =1 . According to (13), it is known that ( )= 

0, 0, 0, 0, 0,1
1 2 3 4, , , ; ,L L L L L

i i i i i qiW q q q q h  

( )0, 0, 0, 0, 0,
1 2 3 4, , , ;U U U U U
i i i i qiq q q q h  for =1,2, ,i m . By (11), it follows that = 

1 (1,1,1,1;1),iW  

(1,1,1,1;1)  for =1,2, ,i m . Recall that nk denotes the number of criteria in Xk; thus, 
κ ≥1n  must hold for each κ = η1,2, , . Let ξ∈{1,2,3,4} . The following inequality is satis-

fied for each x:
η η η

γ γ γ
γ γ γξ ξ ξ ξ

γ= γ= γ=
⋅ = ⋅ + ⋅ = ⋅ + ⋅ ≥ ≥∑ ∑ ∑1

1 1 1
1 2 2

1 1L L LL
i i i in w n w n w n n w n .

Because κ
ξ≤ ≤0 1L

iw  and κ
ξ≤ ≤0 1U

iw  for each ξ , 
η

γκ
γξ −ξ

γ=
≤ ⋅ ≤∑ (5 )

1
0 1LL

i iw n w .

However, because κ κ≤1 2
L L

i iw w  and η ηγ γ
γ γγ= γ=⋅ ≥ ⋅∑ ∑4 31 1

L L
i in w n w , it follows that 

η ηγ γκ κ
γ γγ= γ=⋅ ≥ ⋅∑ ∑1 24 31 1

L LL L
i ii iw n w w n w . Similarly, it is known that
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η η η η
γ γ γ γ

γ γ γ γ
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κ κ κ κ

η η η η
γ γ γ γ
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1 2 3 4
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1 1 1 1

U U U U
i i i i

U U U U
i i i i
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According to the conditions of  κ κ≤4 4
L U
i iw w  and κ κ≥1 1

L U
i iw w , η ηγ γ

γ γγ= γ=⋅ ≤ ⋅∑ ∑4 41 1
L U
i in w n w  

and η ηγ γ
γ γγ= γ=⋅ ≥ ⋅∑ ∑1 11 1

L U
i in w n w  hold. Therefore, the following two inequalities are satis-

fied:
κ κ

η η
γ γ

γ γ
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1 1

4 4
1 1

L U
i i

L U
i i

w w
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 and κ=1,2, ,j n .

By the condition of κ κ< ≤ ≤0 1L U
wi wih h , it is obvious that 

η η
γ γ

γ= γ=
< ≤ ≤

1 1
0 min min 1L U

wi wih h . In 
addition, this condition implies that:

η η
γ γκ κ

γ= γ=
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      1 1
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Thus, κ κ κ κ′ ′ ′ ′≤ ≤ ≤ ≤ ≤1 2 3 40 1L L L L
i i i iw w w w , κ κ κ κ′ ′ ′ ′≤ ≤ ≤ ≤ ≤1 2 3 40 1U U U U

i i i iw w w w ,  κ κ′ ′≤1 1
U L

i iw w  , κ κ′ ′≤4 4
L U

i iw w , κ κ
′ ′< ≤ ≤0 1L U

w i w ih h , and κ κ′ ′⊂L U
i iW W  can be obtained for each κ = η1,2, ,  

and i = 1, 2, ,m . Therefore, the normalised value κ′iW  is an IT2TrF number bounded 
within [0, 1]. 
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Appendix D

Proof of Theorem 5. Because κ
ijA  is an IT2TrF number bounded within [0, 1], κ≤ 10 L

ija  ≤ 
κ κ κ≤ ≤ ≤ ≤2 3 4 1L L L
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κ κ κ κη η η η

κ κ κ κ κ κ κ κ

κ= = κ= = κ= = κ= =

′ ′ ′ ′≤ ⋅ ≤ ⋅ ≤ ⋅ ≤ ⋅∑∑ ∑∑ ∑∑ ∑∑1 1 2 2 3 3 4 4
1 1 1 1 1 1 1 1

0
n n n n

L L L L L L L L
i ij i ij i ij i ij

j j j j
w a w a w a w a  and

κ κ κ κη η η η
κ κ κ κ κ κ κ κ

κ= = κ= = κ= = κ= =

′ ′ ′ ′≤ ⋅ ≤ ⋅ ≤ ⋅ ≤ ⋅∑∑ ∑∑ ∑∑ ∑∑1 2 3 41 2 3 4
1 1 1 1 1 1 1 1

0
n n n n

U U U U U U U U
i i i iij ij ij ij

j j j j
w a w a w a w a .

Note that 
κη

κ κ
ξ ξ

κ= =

′ ⋅∑∑
1 1

n
L L

i ij
j

w a  and 
κη

κ κ
ξ ξ

κ= =

′ ⋅∑∑
1 1

n
U U

i ij
j

w a  might be larger than 1 for certain 

ξ∈{1,2,3,4}  because the sum of κ′iW  is not equal to ( ) ( )  1,1,1,1;1 , 1,1,1,1;1 . Because 
κ κ≤ 11

U L
ijija a , κ κ≤4 4

L U
ij ija a , κ κ′ ′≤1 1

U L
i iw w , and κ κ′ ′≤4 4

L U
i iw w , it follows that:

κ κη η
κ κ κ κ

κ= = κ= =

′ ′⋅ ≤ ⋅∑∑ ∑∑1 1 11
1 1 1 1

n n
U U L L

i i ijij
j j

w a w a  and 
κ κη η

κ κ κ κ

κ= = κ= =

′ ′⋅ ≤ ⋅∑∑ ∑∑4 4 4 4
1 1 1 1

n n
L L U U

i ij i ij
j j

w a w a .

Finally, the conditions of κ κ< ≤ ≤0 1L U
ij ijh h  and κ κ

′ ′< ≤ ≤0 1L U
w i w ih h  imply that:

{ }( ) { }( )κ κη η
κ κ κ κ
′ ′κ= = κ= =

< ≤ ≤
1 1 1 1

0 minmin min , minmin min , 1
n n

L L U U
ij ijw i w ij j

h h h h .

Therefore, 1 22 ( , , , )i i inPIT FA A A A  is an IT2TrF number.

Appendix E

Proof of Theorem 6. Let ξ∈{1,2,3,4} . For each ξ, because κ κ⊆ "
ij ijA A  for all k, i, and 

j, it is known that κ κ
ξ ξ≤ "L L

ij ija a , κ κ
ξ ξ≤ "U U

ij ija a , κ κ≤ "L L
ij ijh h , and κ κ≤ "U U

ij ijh h . It follows that 
κ κη η

κ κ κ κ
ξ ξ ξ ξ

κ= = κ= =

′ ′⋅ ≤ ⋅∑∑ ∑∑ "

1 1 1 1

n n
L L L L

i ij i ij
j j

w a w a , 
κ κη η

κ κ κ κ
ξ ξ ξ ξ

κ= = κ= =

′ ′⋅ ≤ ⋅∑∑ ∑∑ "

1 1 1 1

n n
U U U U

i ij i ij
j j

w a w a , {(κη
κ
′κ= =1 1

minmin min ,
n

L
w ij

h  

}) { }( )κη
κ κ κ

′κ= =
≤ "

1 1
minmin min ,

n
L L L

ij ijw ij
h h h , and { }( ) {(κ κη η

κ κ κ
′ ′κ= = κ= =

≤
1 1 1 1

minmin min , minmin min ,
n n

U U U
ijw i w ij j

h h h  

})κ" U
ijh . Therefore, ⊆ " " "

1 2 1 22 ( , , , ) 2 ( , , , )i i in i i inPIT FA A A A PIT FA A A A   holds for =1,i  
2, ,m .
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