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Abstract. In container terminals, the planned berth schedules often have to be revised because of disruptions caused by severe weather, equipment failures, technical problems and other unforeseen events. In this paper, the problem of berth schedule recovery is addressed to reduce the influences caused by disruptions. A multi-objective, multi-stage model is developed considering the characteristics of different customers and the trade-off of all parties involved. An approach based on the lexicographic optimization is designed to solve the model. Numerical experiments are provided to illustrate the validity of the proposed Model A and algorithms. Results indicate that the designed Model A and algorithm can tackle the berth plan recovery problem efficiently because the beneficial trade-off among all parties involved are considered. In addition, it is more flexible and feasible with the aspect of practical applications considering that the objective order can be adjusted by decision makers.
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Introduction

Berths are important resource of container terminals and good scheduling of berths can improve operation efficiency, decrease the vessel turnaround time and lead to higher competitive of container terminals. However, during operation, irregular disruptions caused by unforeseen events such as severe weather, equipment failures and technical problems etc. often occur. These events may cause tremendous disruption, and thus decrease the operation efficiency and service level of container terminals. Once these disruptions happen, the initial plan may be infeasible, and modification of current or future schedule should be undertaken to minimize the negative impacts of the disruption.

Disruption management is a methodology that copes with disruptions in real time (Yu, Qi 2004). The main difference between disruption management and rescheduling is that rescheduling focuses on minimizing of the original objective function while disruption management aims to minimize the deviation of the new schedule from the original one (Kuster et al. 2008). Disruption management is a research field received an increasing attention, and the successful applications include airline management, supply chain and machine scheduling etc.

Comparing existed studies on disruption management, the disruption management of berth schedule has following characteristics:

– Complex constraints. The operation in container terminals consists of many interrelated sub-processes. When optimizing the recovery scheme of berth schedule, the relation of berth schedule with quay crane schedule and other sub-processes should be considered.

– Benefit trade-off and customer priorities. The modification of berth schedule influences the benefits of ship-owners, terminal operators, port authorities and trailer companies etc. Moreover, the sensitivity to ship delay differs according to different customers. Beneficial trade-off and customer characteristics should be considered when modelling the problem of berth schedule recovery.

– Computation complexity. Berth schedule is an NP-hard problem (Kim, Moon 2003), and the characteristics of disruption management require the high speed and efficiency of solution algorithms.

This paper addresses the problem of berth schedule recovery based on disruption management methodology. A multi-objective, multi-stage model is developed...
considering the characteristics of different customers and the benefit trade-off of all parties involved in the container terminal system. The paper is organized as follows. In Section 1, a literature review on berth schedule is provided. In Section 2, a model for berth schedule recovery is developed. Lexicographic optimization approach is presented in Section 3. Solution algorithms are designed in Section 4. Numerical experiments are provided to illustrate the validity of the proposed method in Section 5. Conclusions are given in last section.

1. Literature Review

Issues related to berth schedule have been receiving much attention recently. Many models and algorithms have been developed to optimize the berth allocation plan. Nishimura et al. (2001) developed a discrete berth schedule model and designed a solution method based on genetic algorithm. Imai et al. (2003) further developed a berth schedule model considering the docking priorities of different shipping companies. Kim and Moon (2003) solved the discrete berth schedule model with Simulated Annealing (SA). Imai et al. (2005, 2007) developed models for continuous berth schedule problem and designed heuristics algorithms to solve the models. Wang and Lim (2007) treated the berth allocation problem as a multi-stage decision problem and solved the problem with a stochastic beam-searching algorithm.

There is an inherent interrelationship between the allocation and scheduling of berth and quay cranes. Increasing studies are focused on simultaneous berth and quay crane scheduling. Park and Kim (2003) developed a mixed integer program to determine the berthing positions, berthing times, and the quay crane assignments. Imai et al. (2008) developed a model to optimize berth schedule and quay crane allocation simultaneously, and a heuristic algorithm was designed to solve the problem. Meisel and Bierwirth (2009) also studied the simultaneous berth allocation and quay crane assignment problem. A local refinement procedure and two meta-heuristics are presented. Moreover, in the model of simultaneous berth and quay crane scheduling problem developed by Liang et al. (2009), the influence of quay crane quantity on average operation efficiency was considered.

The above studies were based on the supposition of certain environment, and no impact of uncertainty factors on berth schedule was considered in these studies. However, uncertainty (e.g. vessel arrival and loading/unloading time) and disruption events widely exist in terminal operation system and influence the performance of terminal operation. Researchers begin to address the issues of terminal scheduling with uncertainty. Han et al. (2010) studied the berth and quay crane scheduling problems with uncertainties of vessel arrival time and container handling time. A mixed integer-programming model was proposed to generate robust berth and quay crane schedule. Angeloudis and Bell (2010) studied job assignments under uncertainty for Automated Guided Vehicle (AGV) in automated container terminals. A new AGV dispatching approach was developed, which can operate under uncertain conditions within a detailed container terminal model.

Disruption management is another method to tackle scheduling problem with uncertainties. Models and algorithms have been developed to tackle disruptions in supply chain, machine scheduling and airline operation etc. Yu and Qi (2004) developed a disruption management model for airline scheduling and designed a solution system called Crew-Solver. Liu et al. (2008), Abdelghany et al. (2008), and Clausen et al. (2010) further analysed the main problems in airline disruption management and developed disruption recovery models. Oke and Gopalakrishnan (2009), Xiao et al. (2007) studied the coordination and recovery of supply chain after disruptions. Petrovic and Duenas (2006), Qi et al. (2006) developed disruption recovery models for machine scheduling and designed solution algorithms. Walker et al. (2005) developed a disruption management model for recovery of rail timetable schedule and crew assignment.

Based on the existed studies, this paper proposed a multi-objective and multi-stage disruption recovery model for berth schedule. The model considers the sensitivity of different customers to vessel delay and the benefit trade-off of different parties. The contributions of this paper are:

- Despite the increasing importance of uncertainty and disruptions in container terminals, limited research is focused on the berth reschedule method. This paper fills the gap by developing Model A and algorithms for berth schedule recovery model.
- A multi-stage and multi-objective model is proposed to minimize the negative impacts of disruptions on berth schedule. This model considers the characteristics of different customers and benefit trade-off of all parties involved, thus can improve the scientific of berth schedule recovery.
- A method based on lexicographic optimization is designed to solve the model. Lexicographic optimization establishes a hierarchical order among all the optimization objectives. Comparing to Pareto optimality method, it is more flexible and feasible with the aspect of practical applications as the objective order can be adjusted by decision makers.

2. Model for Berth Schedule Recovery

2.1. Model Assumptions

Berth schedule is used to determine the berth time and position of each vessel within a given planning horizon considering priority, length, arrival and handling time of each vessel. In this paper, the continuous berth schedule method is used, and the quay crane assignment is considered. The berthing position, time and number of quay crane assigned to each vessel are optimized. The objective of berth schedule is to minimize the penalty cost resulting from vessel delays and the additional cost resulting from no-optimal berthing location of vessels.
We formulate the model for berth schedule recovery considering that the berth schedule is pre-determined. Berth schedule is represented by a two-dimension axis, with horizontal axis representing the berth position and vertical axis representing the berth time, and the following assumptions are made:

- there are no physical restrictions, i.e., the water depth of terminal berths can meet all vessels;
- vessel operation time is inverse proportion to the number of quay cranes assigned;
- there is a minimum number of quay cranes assigned to a vessel;
- vessel operation lasts from its berthing time to departure time.

In modelling berth schedule recovery problem, the theory of disruption management is used. Disruption management is a methodology to tackle disruptions in real time (Yu, Qi 2004). The main difference between disruption management and rescheduling is that rescheduling focuses on finding a schedule which is optimal in terms of the original objective function whereas disruption management aims to minimize the deviation of the new schedule from original one (Qi et al. 2006). Thus, the disruption management problem for berth schedule recovery in this paper considers two types of objectives. The first type relates the original objective function, such as minimization of operation cost and vessel delay cost, and the second type is to minimize the deviation from the original schedule.

2.2. Variables and Parameters

To formulate the disruption recovery model, the following parameters and variables are defined:

**Parameters:**
- \( L \) — total length of a berth line which is denoted by the number of 10 m segments;
- \( N \) — the number of quay cranes;
- \( T \) — set of time points represented by hour;
- \( a_i \) — expected arrival time of vessel \( i \);
- \( d_i \) — expected departure time of vessel \( i \), which is usually determined by the contracts between shipping companies and terminal operators;
- \( l_i \) — the length of vessel \( i \), which is represented by the number of 10 m segments;
- \( b_i \) — the optimal berthing location of vessel \( i \), where yard trailers have the minimum transport cost;
- \( Q_{\text{min}} \) — the minimum number of quay cranes required to serve vessel \( i \) simultaneously;
- \( Q_{\text{max}} \) — the maximum number of quay cranes allowed to serve vessel \( i \) simultaneously;
- \( w_i \) — the number of quay cranes hours needed to finish the operation of vessel \( i \);
- \( c_{u_1} \) — the unit additional cost (yard trailers transport cost) of vessel \( i \), resulting from non-optimal berthing location, which is given as USD/m;
- \( c_{u_2} \) — the unit delay penalty cost of vessel \( i \), which is given as USD/h;
- \( c_3 \) — unit operation cost rate of quay cranes, which is given as USD/h;
- \( M \) — a sufficient large constant;
- \( x_i^0 \) — the berthing position of vessel \( i \) in initial berth schedule;
- \( y_i \) — the berthing time (operation starting) of vessel \( i \) in initial berth schedule.

**Variables:**
- \( x_i \) — integer, the berthing position of vessel \( i \) in recovery schedule;
- \( y_i \) — integer, the berthing time of vessel \( i \) in recovery schedule;
- \( e_i \) — integer, the time that the operation of vessel \( i \) is completed according to recovery schedule;
- \( q_{it} \) — number of quay cranes assigned to vessel \( i \) at time point \( t \);
- \( Z_{ij}^x \) — binary, set to 1 if vessel \( i \) is located to the left of vessel \( j \) in the recovery schedule, and 0 otherwise;
- \( Z_{ij}^y \) — binary, set to 1 if vessel \( i \) is berthed before vessel \( j \) in the recovery schedule, and 0 otherwise.

### 2.3. Model Formulation

When disruptions happen, recovery scheme is searched based on current resources, constraints and operation states. The berth schedule recovery influences the benefit of terminal operators and liner companies. To reflect the benefit trade-off and decrease disruptions to all parties involved, a multi-objective programming method is used. The objective is to minimize the deviation between initial and recovery schedules, vessel delay and operation cost etc. Thus, the model can be formulated as follows:

\[
\begin{align*}
\min f_1 &= \sum_{i=1}^{N} \left( c_{u_1} |x_i - b_i| + c_3 \sum_{t \in T} q_{it} \right); \\
\min f_2 &= \sum_{i=1}^{N} c_{u_2} \left( e_i - d_i \right); \\
\min f_3 &= \sum_{i=1}^{N} (x_i - x_i^0)^+ \\
\text{s. t.} & \sum_{i=1}^{N} q_{it} \leq Q, \forall t \in T; \\
& \sum_{t \in T} q_{it} \geq w_i, \forall i = 1, ..., N; \\
& \sum_{t \in T} q_{it} = q_{ji} + q_{is} + q_{ij} + q_{ij} + q_{ij} + q_{ij} + q_{ij} + q_{ij} + q_{ij} + q_{ij}; \\
& \forall y_j \in T, \forall e_j \in T; \\
& Q_{\text{min}} \leq q_{it} \leq Q_{\text{max}}, \forall i = 1, ..., N, \forall t \in T; \\
& x_i + l_j \leq x_j + M(1 - Z_{ij}^x), \forall i, j = 1, ..., N, i \neq j; \\
& e_i \leq y_j + M(1 - Z_{ij}^y), \forall i, j = 1, ..., N, i \neq j; \\
& Z_{ij}^x + Z_{ji}^x + Z_{ij}^y + Z_{ij}^y > 1, \forall i, j = 1, ..., N, i \neq j; \\
& x_i \geq a_i, \forall i = 1, ..., N; \\
& y_i \geq l_i, \forall i = 1, ..., N; \\
& x_i \in \{0, 1, ..., L - l_i\}, \forall i = 1, ..., N; \\
& Z_{ij}^x = 1 \text{ or } 0, \forall i, j = 1, ..., N, i \neq j.
\end{align*}
\]

Eq. (1) is used to minimize the operation cost including additional costs resulting from non-optimal berth locations of vessels and the operation cost of quay cranes. Eq. (2) is used to minimize the vessel delay. Eq. (3) is used to minimize the deviation between
recovery and initial schedule, namely to minimize the modifications and thus decrease the disruptions.

Constraints are represented by Eqs (4–13). Eq. (4) denotes the maximum of simultaneously used quay cranes. Eqs (5–6) defines the operation starting and ending time for each vessel. Eq. (7) shows the maximum and minimum quay cranes can be assigned to a vessel. Eq. (8) shows the relation of berthing location between two vessels. For example, if vessel \( i \) is berthed to the left of vessel \( j \), \( Z_{ij}^y = 1 \). Then, \( y_j \geq x_i + l_i \), which means that the berthing position of vessel \( j \) should be larger than the position of vessel \( i \) plus the length of vessel \( i \). Eq. (9) shows the relation of berthing time between two vessels. For example, if vessel \( i \) is berthed before vessel \( j \), \( Z_{ij}^z = 1 \). Then, \( y_j \geq t_i \), which means that the berthing time of vessel \( j \) should be larger than the time that the operation of vessel \( i \) is completed. Eq. (10) ensures there are no conflicts between two vessels with respect to berthing time and location. Eq. (11) ensures that each vessel berths after its expected arrival time. Eq. (12) ensures that each vessel berths within the quay line. Eq. (13) is binary constraints.

3. Lexicographic Optimization Approach

3.1. Lexicographic Optimization

Usually, the concept of Pareto optimality is used for the multi-objective optimization problem. A solution \( \tilde{z}^* \) of the multi-objective optimization problem presented in Eqs (1–13) is said to be Pareto optimal if there is not another \( \tilde{z} \in Z \) that \( f_i(\tilde{z}) \leq f_i(\tilde{z}^*) \) for all \( i \in \mathbb{N} \) and \( f_j(\tilde{z}) < f_j(\tilde{z}^*) \) for at least one index \( j \). According to the definition of Pareto optimality, moving from one Pareto solution to another needs trading off. Weighting methodology is a widely used trading off approach, in which priority of the objectives are reflected by the weights. However, the most obvious problem with weighting methodology is the difficulty of choosing the weight as it is based either on vague intuition or error experimentation with different weighting values of users (Miettinen 1998). Moreover, it involves a linear combination of different criteria thus has the limitation that can not find solutions in a non-convex region of the Pareto front (Li 1996).

The lexicographic optimization is another approach to solve multi-objective problem. In this method, a hierarchical order among all the optimization objectives is established (Prats et al. 2010). If priority exists, a unique solution would exist on the Pareto hyper-surface (Kerrigan, Maciejowski 2002).

A standard process of lexicographic optimization approach is to solve a sequential order of single objective optimization problems. The objective functions are arranged from the most important \( f_1 \) to the least important \( f_n \). The most important objective function is minimized first \( f_1^* = \min_{\tilde{z} \in \wp} f_1(\tilde{z}) \), subject to the original constraints. If there is only one solution, it is the solution of the whole multi-objective problem. Otherwise, the second most important objective function is minimized. A new constraint is added to ensure that the most important objective function preserves its optimal value. The process goes on iteratively until all the objectives are considered. In this approach, a solution obtained according to a more important objective serves as an additional constraint of a less important objective, which can be represented by:

\[
    f_1^* = \min_{\tilde{z}} f_1(\tilde{z}) \tag{14}
\]

\[
    \text{s. t. } f_j(\tilde{z}) \leq f_j^*, \quad j=1,...,n-1, \quad i>j. \tag{15}
\]

Eq. (14) represents constraint relaxation, in which \( \delta_j \) is tolerance percentage determined by decision-maker. With the increase of \( \delta_j \), the feasible region dictated by the objective functions expands. Different Pareto optimal points can be generated by varying \( \delta_j \) to tighten or relax the constraints:

\[
    f_j(\tilde{z}) \leq (1+\delta_j) f_j^*, \quad j=1,...,n-1, \quad i>j. \tag{16}
\]

Lexicographic optimization has several advantages over weighting methodology (Marler, Arora 2004), and has been started to be widely used in engineering applications (Ocampo-Martinez et al. 2008). However, one disadvantage is that it is difficult to establish an absolute hierarchical order among all the optimization objectives in some applications. Furthermore, in some cases, the less important objectives are not considered at all if there are not enough degrees of freedom in the subsequent optimization stages (optimizing according to the less important objectives) after the prior stages. To reduce the sensitivity of the final solution to the objective ranking, a variation of the lexicographic approach is proposed, which the constraints are formulated as Eq. (17).

3.2. Lexicographic Optimization Approach to Berth Schedule Recovery

Usually, the contracts between terminal operators and shipping companies specify the details of vessel operation time, thus different vessels have different sensitivity to operation delay. Furthermore, the importance of different shipping companies to terminal operators is also different. Therefore, in the berth schedule recovery, the objective hierarchical order is different for different kinds of vessels.

According to customer importance and delay sensitivity, vessels are segmented to three types, namely, key line vessels, trunk line vessels and feeder line vessels. (the segmentation criterion is shown in Table 1). Based on this segmentation, the berth schedule recovery is solved by three stages, namely, rescheduling key line vessels first, then, trunk line vessels, and finally feeder line vessels.

**The first stage: recovery model for key line vessels**

Key line vessels are most sensitive to delay, and there are strict constraints to vessel turnaround time in contracts between terminal operator and shipping companies. Therefore, key line vessels should be considered first in berth schedule recovery, and vessel delay \( f_2 \) is the most important objective. Meanwhile, \( f_3 \) is also impor-
Table 1. Customer segmentation criterion

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Key line vessels</th>
<th>Trunk line vessels</th>
<th>Feeder line vessels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of shipping lines</td>
<td>key lines</td>
<td>international trunk lines</td>
<td>short or feeder lines</td>
</tr>
<tr>
<td>Sensitivity to delay</td>
<td>very sensitive</td>
<td>sensitive</td>
<td>not sensitive</td>
</tr>
<tr>
<td>Importance to terminal operators</td>
<td>very important</td>
<td>very important</td>
<td>important</td>
</tr>
<tr>
<td>Penalty cost to delay</td>
<td>very high</td>
<td>high</td>
<td>normal</td>
</tr>
</tbody>
</table>

The second stage: recovery model for trunk line vessels

Vessels of international trunk lines are important customers for terminal operators and also have high sensitivity to delay. When modifying berth plan for this kind of vessel, vessel delay is the most important objective, then the operation cost and finally the deviation of berthing location and time:

\[
\text{Lex min}(f_2, f_3, f_3) \quad (17)
\]

s. t. (4)–(13); \hspace{1cm} (16).

The third stage: recovery model for feeder line vessels

Comparing to vessels of key and trunk lines, feeder line vessels are more flexible in operation and are less sensitive to vessel delay in terminals. Therefore, for berth schedule recovery of this kind of vessels, the objective order is operation cost, schedule deviation and vessel delay:

\[
\text{Lex min}(f_1, f_3, f_2) \quad (18)
\]

s. t. (4)–(13); \hspace{1cm} (16).

4. Solution Algorithms

The design of solution algorithms is based on vessel segmentation and objective sequential optimization. The process of berth schedule recovery is divided into three stages (as shown in Fig. 1), namely, rescheduling key line vessels first, then, trunk line vessels, and finally feeder line vessels. In each stage, the lexicographic optimization approach is used.

In the first stage, the algorithms are iterated three times. In the first iteration, the berth schedule is optimized according to objective \(f_3\), and an optimal value \(f_2^*\) is obtained. In the second iteration, the objective function is \(f_2\) and \(f_2 \leq (1 + \delta) f_2^*\) is added to constraints. At the end of the second iteration, the optimal value \(f_1^*\) for \(f_3\) is obtained. In the third iteration, the objective function is \(f_1\), and \(f_2 \leq (1 + \delta) f_2^*\), \(f_3 \leq (1 + \delta) f_3^*\) is added to constraints.

The processes of the second and third stages are similar to the first stage. The objective sequential orders are given by Eqs (19–20). In iterations of each stage, SA is used to search the optimal solution.

SA is based on the simulation of the annealing of solids and applied to solving large-scale combinatorial optimization problems. A standard SA procedure begins by generating an initial solution randomly. In each iteration of computing process, the new solution taken from the neighbour of the current solution is accepted as the new current solution if it has a lower or equal cost; if it has a higher cost it is accepted with a probability that decreases as the difference in the costs increases and as the temperature of the method decreases. The temperature is periodically reduced by a temperature scheme, it moves gradually from a relatively high value to near zero as the method progresses. The main operations of SA are as follows.

**Encoding and decoding of solutions.** To use SA algorithm solving the scheduling problem, an encoding method to represent the feasible solutions is used. The feasible solutions for the problem are coded into strings of integer numbers. Each string represents a berthing position scheme, and its length is equal to the number of vessels.

**Generation mechanism of neighbour solution.** To implement the SA algorithm, we need to generate a sequence of iterations, of which each is composed of changing the current solution in a designed way to create a neighbour solution. Here, two methods, namely swapping moves and varying moves are used to obtain neighbour solutions. 'Swapping' moves are to exchange the berthing position of two vessels. 'Varying' moves change berth location by moving one unite each time (10 m/move). In neighbour space searching, each 'swapping' move includes multiple 'varying' moves.
Acceptance criterion for the neighbour solution. Once a neighbour solution is generated, the following criterion is adopted to judge whether to accept it or not:

\[ \Delta = f(s) - f(s_0), \]

where: \( s_0 \) denotes the current solution and \( s \) denotes the neighbour solution generated from current solution; \( f^*(s) \) denotes the objective function value.

If:

\[ r \leq e^{-\Delta/T_i}, \]

where: a random number \( r \) in \((0, 1)\) is generated from a uniform distribution; \( T_i \) represents the current temperature.

Then the neighborhood will be accepted as the current solution, else, the current solution will remain unchanged.

Temperature updating scheme. The temperature is updated by the following formula:

\[ T_{i+1} = T_i \frac{1 + \beta}{1 + \beta T_i}, \quad i = 1, ..., K - 1, \]

where: \( \beta \) is the rate parameter in terms of the initial temperature \( T_1 \), stopping temperature \( T_K \) and iteration number \( K \):

\[ \beta = \frac{T_i - T_K}{(K - 1)T_i T_K}. \]

Stopping criterion. After a pre-determined iteration is reached, algorithm stops. The minimum iterations for ‘swapping’ and ‘varying’ moves are 50, 20 respectively.

5. Numerical Experiments

Numerical examples are given to illustrate the validity of proposed Model A and algorithms. Data of a container terminal in Dalian Port are used. Vessel arrival data from July 4 to July 11 in 2010 are selected. The length of berth line is 1200 meters, and the number of quay cranes is 12. The unit efficiency of quay cranes is 30 moves/h. \( c_1 \), \( c_2 \) and \( c_3 \) are set to 11\$/m, 210\$/23 USD/h and 210 USD respectively.

There are 23 vessels which are considered in the plan horizon. The numbers of key line vessels, trunk line vessels and feeder line vessels are supposed to be 8, 10 and 7 respectively. Supposing that operation of vessel 2 is delayed for 12 hours. \textit{MatLab} is used to code the program and computer with \textit{Intel Core i5 (2.50GHz) CPU (Central Processing Unit)} is used to run the program. The results for different \( \delta \) are shown in Table 2. The average CPU time is 860 seconds.

Results indicate that vessel delay and additional cost for yard trailers are influenced by \( \delta \). For key line and trunk line vessels, vessel delay increases and additional yard trailer cost decrease with the increase of \( \delta \), and it is opposite for feeder line vessels. With the increase of \( \delta \), the total vessel delay increase and the total additional cost for yard trailer decrease. Therefore, different Pareto optimal points can be generated by varying \( \delta \) to tighten or relax the constraints. E.g., the benefit for key and trunk line vessel is more addressed by decreasing tolerance percentage \( \delta \).

Furthermore, 8 scenarios are set supposing vessels 2, 6, 8, 10, 12, 14, 15, 19 are delayed 12 hours separately. The lexicographic optimization method proposed in this paper (we call it Model A) is compared with the method converting the problem into a single objective optimisation problem (we call it Model B). In Model B, the objective function is the sum of cost of vessel delay, additional costs resulting from non-optimal berth loca-

![Fig. 2. The process of SA](image-url)

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>Vessel delay [h]</th>
<th>Additional cost for yard trailers [USD]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Key line vessels</td>
</tr>
<tr>
<td>0</td>
<td>287.6</td>
<td>6.7</td>
</tr>
<tr>
<td>0.02</td>
<td>301.1</td>
<td>12.4</td>
</tr>
<tr>
<td>0.04</td>
<td>306.4</td>
<td>21.2</td>
</tr>
<tr>
<td>0.06</td>
<td>310.0</td>
<td>22.7</td>
</tr>
<tr>
<td>0.08</td>
<td>316.2</td>
<td>32.8</td>
</tr>
<tr>
<td>0.10</td>
<td>319.4</td>
<td>34.9</td>
</tr>
</tbody>
</table>
tions of vessels, operation cost of quay cranes, and the penalty resulting from deviation between recovery and initial schedule:

\[
\begin{align*}
\min & \sum_{i=1}^{N} c_{i1}|x_i - b_i| + c_{i2} \sum_{t \in T} f_{it} \\
& \sum_{i=1}^{N} c_{i2}(e_i - d_i)^+ + \sum_{i=1}^{N} c_{i3}(x_i - x_i^0)^+ \\
\text{s. t. } & (4)–(13).
\end{align*}
\] (24)

Results are shown in Table 3. Results indicate that the proposed model (Model A) increases the total vessel delay and yard trailer operation cost comparing with Model B. The total vessel delay increase 2% and the average yard trailer operation cost increase 3.5%, while the delay for key line vessels decreases greatly. Moreover, schedule deviation decreases greatly in proposed Model A as the schedule deviation is treated as the second or third objective in key line vessels recovery.

Although the proposed model increases total vessel delay, it is more feasible to practical application considering that the delay costs of key line and trunk line vessels are high and have serious impact on terminal development. In addition, the proposed model decreases the schedule deviation, thus reduces the influence of disruption events on operation system.

In addition, experiments are used to find the influence of vessel configuration. Based on Scenario 1 in Table 3, seven scenarios are designed by increasing key line vessels, decreasing trunk and feeder line vessels. Results are given in Table 4.

With the increase of key line vessels, the total vessel delay increases firstly, and then decreases. When the number of key line vessels is more than 15, the total vessel delay of Model A is less than that of Model B. This is because that vessel delay is the most important objective when recovering schedule for key line vessels, total vessel delay decreases with the increase of key line vessel ratio. In addition, the operation cost for yard trailers increases with the increase of key line vessels, which indicates that the cost of berth schedule recovery increases with the increase of key line vessels.

### Conclusions

In this paper, a multi-stage and multi-objective model is proposed to minimize the negative impacts of disruptions on berth schedule. Moreover, a method based on lexicographic optimization is designed to solve the model. Numerical experiments indicate the validity of the proposed Model A and algorithms. The model considers the characteristics of different customers and beneficial trade-off of all parties involved, thus can improve the scientific berth schedule recovery. Moreover, it is more flexible and feasible in the aspect of practical applications as the objective order can be adjusted by decision makers.

### Table 3. Results for different scenarios

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Delayed vessel</td>
<td>Total vessel delay [h]</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>256.0</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>231.8</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>225.7</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>213.3</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>204.1</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>192.9</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>204.3</td>
</tr>
<tr>
<td>8</td>
<td>19</td>
<td>258.2</td>
</tr>
</tbody>
</table>

### Table 4. Results for different vessel configuration

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Model A</th>
<th>Model B</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Number of key line vessels</td>
<td>Total vessel delay [h]</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>260.2</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>261.6</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>270.3</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>289.7</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>251.8</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>244.0</td>
</tr>
<tr>
<td>7</td>
<td>23</td>
<td>230.7</td>
</tr>
</tbody>
</table>
The objective of disruption management for berth schedule is to obtain modification scheme efficiently after disruptions happen. In fact, the recovery cost can be reduced by improving the schedule robust at the stage of berth planning. Moreover, the analysis and evaluation of disruption events are also helpful to forming of robust scheduling strategy. Therefore, the combination of robust scheduling and disruption management is a new and valid method of container terminal scheduling under uncertainty, which is an interesting topic for future study.

References


