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Abstract. Based on a state-of-the-art review of the Road Network Design Problem (RNDP), this paper proposes a bi-level programming model for the RNDP as well as algorithms for it. In the lower level of the proposed model, the elastic-demand Stochastic User Equilibrium (SUE) model is adopted to coincide well with characteristics of users' behavior, and additionally, the parameter calibration method for the model is developed based on the Logit path choice model. In the upper level of the proposed model, the consumer surplus is maximized to improve the social benefit of a network in consideration of the travel demand, the construction cost, the off-gas emissions and the saturation level. The algorithm for the lower-level model is developed based on the descent iteration method, Dijkstra’s algorithm and linear search technology. A modified Genetic Algorithm (GA) is developed as the algorithm for the whole bi-level model, which takes designed elitist selection operator, adaptive cross operator, mutation operator and niche technology into consideration. The proposed model and algorithms are applied to a numerical example. The results demonstrate the validity and efficiency of the model and algorithms, which shows a bright prospect of the application in RNDP.
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Introduction

Road Network Design Problem (RNDP) is regarded as one of the most complicated and challenging problems in transportation field. RNDP consists in optimizing a network to maximizing social benefit, by means of adding new links and improving existing links, with respect to a set of factors (traffic, cost, environment, etc.) (Cascetta 2001). Given an existing urban network, the problem is to define the optimal configuration of the road network in terms of link attributes (grade, capacity, etc.). In RNDP, both users and non-users (system planners in charge of traffic, investment, environment, etc.) participate in the decision process, who are interrelated and interactional, so RNDP is a typical bi-level program (Chiu 2009). As a more comprehensive review, Yang and Bell (1998) presented a review analysis of models and algorithms for RNDP. In recent years, various advanced bi-level programming models and algorithms for RNDP have been proposed (Luathep et al. 2011; Wang, Lo 2010; Bagloee, Ceder 2011).

For most bi-level programming models, the lower level is represented as a User Equilibrium (UE) assignment problem, while the upper level can be regarded as an investment decision problem. In the lower level, UE assignment problem can be classified as Deterministic User Equilibrium (DUE) and Stochastic User Equilibrium (SUE). Also, two types of travel demands are usually concerned with UE problems, namely, the fixed demand and the elastic demand. Thus, there are several kinds of assignment models, in which, the fixed-demand DUE model is adopted under most circumstances. Asakura and Sasaki (1990) used elastic-demand DUE model in RNDP in 1990 for the first time; Patriksson (2008) made a pioneer study in which the fixed-demand SUE model is adopted. Admittedly, the elastic-demand SUE model corresponds with users’ behavior the best (Chen, Alfa 1991), but it can hardly be used in RNDP due to its complexity. In the upper level, most traditional models emphasized minimizing system costs, including travel time and/or construction cost, as an ultimate objective. As an exception, Friesz et al. (1993) established a multi-factors RNDP model, taking both system costs and vehicle miles travelled into consideration for the first time. In recent years, resource and environment problems have increased seriously, so that some other factors, including the use ratio of link and the off-gas emissions, are thought highly of by researchers (Sharma et al. 2009;
Qin et al. (2010; Chen et al. 2010). Multi-factors programs are becoming the new hotspot in RNDP.

So far, previous algorithms for elastic-demand SUE model have great limitations in use, in which, for instance, method of successive average only adapts well to real transit network and public transit network, while method of network diagram transformation produces fictitious links inevitably (Zhou, J. 2001; Zhou, Z. 2008). For bi-level programs, many heuristic algorithms are used in previous researches, including simulated annealing algorithm (Friesz et al. 1992), neural network algorithm (Xiong, Schneider 1995), Genetic Algorithm (GA) (Drezner, Wesolowsky 2003), ant system algorithm (Poorzahedy, Abulghasemi 2005), hybrid meta-heuristic algorithm (Poorzahedy, Rouhani 2007), particle swarm optimization (He et al. 2013), among which GA is most widely used because of its parallelism and compatibility (Cantarella, Vitetta 2006). Drezner, Salhi (2002) and Karoonsoontawong, Waller (2006) compared performance of these advanced heuristics in test problems, respectively. Both studies demonstrate that GA is superior in finding optimal solutions of RNDP. Despite this, GA also has shortcomings, such as slow convergence rate, premature convergence. Therefore, improvement measures should be taken.

In this paper, a bi-level programming model for RNDP is presented. The model adopts elastic-demand SUE model in the lower level to describe users’ behavior in networks. Meanwhile, a new parameter calibration method for this model is provided, which is developed by minimizing the difference between theoretical traffic demands and actual ones. The upper-level subprogram takes multi-factors into consideration, including the travel demand, the construction cost, the off-gas emissions and the saturation level. Additionally, solution algorithms are also developed for both elastic-demand SUE model and proposed bi-level programming model, based on some classic methods including descent iteration (Ortega, Rheinboldt 1970), Dijkstra’s algorithm (Kung et al. 1984), linear search technology (Florian 1984), among which GA is most widely used because of its parallelism and compatibility (Cantarella, Vitetta 2006). Drezner, Salhi (2002) and Karoonsoontawong, Waller (2006) compared performance of these advanced heuristics in test problems, respectively. Both studies demonstrate that GA is superior in finding optimal solutions of RNDP. Despite this, GA also has shortcomings, such as slow convergence rate, premature convergence. Therefore, improvement measures should be taken.

In this paper, a bi-level programming model for RNDP is presented. The model adopts elastic-demand SUE model in the lower level to describe users’ behavior in networks. Meanwhile, a new parameter calibration method for this model is provided, which is developed by minimizing the difference between theoretical traffic demands and actual ones. The upper-level subprogram takes multi-factors into consideration, including the travel demand, the construction cost, the off-gas emissions and the saturation level. Additionally, solution algorithms are also developed for both elastic-demand SUE model and proposed bi-level programming model, based on some classic methods including descent iteration (Ortega, Rheinboldt 1970), Dijkstra’s algorithm (Kung et al. 1984), linear search technology (Florian 1984), among which GA is most widely used because of its parallelism and compatibility (Cantarella, Vitetta 2006). Drezner, Salhi (2002) and Karoonsoontawong, Waller (2006) compared performance of these advanced heuristics in test problems, respectively. Both studies demonstrate that GA is superior in finding optimal solutions of RNDP. Despite this, GA also has shortcomings, such as slow convergence rate, premature convergence. Therefore, improvement measures should be taken.

1. Bi-Level Programming Model

1.1. Notations

Notations used throughout the paper are listed as follows unless otherwise are specified.

- $A$ – set of links in a network, including probably added links;
- $a$ – link index, where $a \in A$;
- $C_a$ – capacity of link $a$;
- $D_{ij}(x)$ – travel demand function of O–D pair $ij$;
- $f_a$ – flow for link $a$;
- $f$ – link flow vectors whose elements are $f_a$;
- $h_k^{ij}$ – flow for path $k$ of O–D pair $ij$;
- $h$ – path flow vector whose elements are $h_k^{ij}$;
- $i$ – origin node index;
- $ij$ – origin–destination (O–D) pair index;
- $j$ – destination node index;
- $K$ – set of paths;
- $K_{ij}$ – set of paths connecting origin $i$ with destination $j$;
- $k$ – path index, where $k \in K$;
- $L_a$ – length of link $a$;
- $q_{ij}$ – travel demand between O–D pair $ij$;
- $q$ – $N \times 1$ vector of O–D travel demands whose elements are $q_{ij}$;
- $t_a$ – travel cost on link $a$;
- $t_{ij}$ – travel cost on path $k$ of O–D pair $ij$;
- $Z_1, Z_2$ – objective function values of upper-level subprogram and lower-level subprogram, respectively;
- $\theta$ – accuracy degree of perceived travel cost;
- $\delta_{a,k}$ – link-path incidence coefficient, whose value is equal to one if link $a$ belongs to path $k$, zero otherwise.

1.2. Lower-Level Subprogram

In the bi-level programming model for RNDP, the lower level adopts UE assignment model. As it is known to us, a famous phenomenon called Braess’s Paradox exists in RNDP, which indicates that if path choice behavior of users is not taken into comprehensive consideration in RNDP, the running statement cannot be improved and what is more, crowdedness degree might ascend in a network (Braess 1968). For this reason, the assignment model in the lower level must coincide well with characteristics of users behavior. There are two main characteristics, namely, the uncertainties of both travel demand and path choice. Uncertainty of travel demand indicates that travel demand is elastic which varies with network reformation, while uncertainty of path choice indicates that users are not always choosing the very path with minimum cost due to limitation of their knowledge level and information obtainment. To correspond with these two characteristics, model for SUE assignment with elastic demand is adopted in the lower-level subprogram in this research. The elastic-demand SUE model can be formulated as a mathematical program as follows (Zhou, Xu 2001):

$$
\min_{(f,a,h)} Z_2 = \sum_a 1_a \int_0^{f_a} t_a(x)dx + \frac{1}{\theta} \sum_{q \in q} \sum_{k \in K} h_k^{ij} \left(\ln h_k^{ij} - 1\right) - \frac{1}{\theta} \sum_{q \in q} \sum_{k \in K} h_k^{ij} \left(\ln q_{ij} - 1\right) - \sum_{q \in q} \sum_{k \in K} D_{ij}^{-1}(x)dx
$$

subject to:

$$
\begin{align}
& h_k^{ij} \geq 0, \quad \forall i,j,k ; \\
& \sum_k h_k^{ij} = q_{ij}, \quad \forall i,j ; \quad (1b) \\
& f_a = \sum_i \sum_j \sum_k h_k^{ij} \delta_{a,k}, \quad \forall a ; \quad (1d)
\end{align}
$$

where: constraints (1b–d) are flow constraints for UE
assignment models. Specifically, constraint (1b) denotes the non-negativity on path flows; constraint (1c) is the travel demand conservation constraint and constraint (1d) is a definitional constraint that sums up all path flows passing through a given link. In the formulation above, $t_a$ can be expressed as travel time on link $a$, which is calculated by Bureau of Public Road function (Highway Capacity Manual 2010):

$$
t_a = t_{a0} \left(1 + 0.15 \left(\frac{f_a}{C_a}\right)^4\right),$$  

(2)

where: $t_{a0}$ is free-flow travel time which equals to the link length divided by the free-flow speed.

Though objective function (1a) has no real meanings by itself, it represents SUE Principle that no traveler can improve his or her travel cost that he or she perceives by unilaterally changing routes. The route choice process in this case is probabilistic rather than deterministic. A distinction exists between the actual travel cost and perceived travel cost (Zhou, Xu 2001):

$$
T^\beta_{ij} = t^\beta_{ij} + \varepsilon^\beta_{ij},
$$  

(3)

where: $T^\beta_{ij}$ is the perceived travel cost on path $k$ of O–D pair $ij$, $\varepsilon^\beta_{ij}$ is a random variable whose expectation is equal to zero.

$$
\varepsilon^\beta_{ij} = \frac{1}{\beta} \varepsilon^\beta_k,
$$  

(4)

where: $\beta$ is a constant that represents accuracy degree of perceived travel cost. The higher its value is, the more probability there is for users to choose the path with minimum travel cost. $\varepsilon^\beta_k$ is a kind of independently and identically distributed random variates. The corresponding path choice model is Logit model, which is equivalent to elastic-demand SUE model and provides a closed-form expression of path choice probabilities (Kuang et al. 2007):

$$
p^\beta_k = \frac{\exp(-\theta \cdot t^\beta_k)}{\sum_{w \in K_y} \exp(-\theta \cdot t^\beta_w)},
$$  

(5)

Then flow for path $k$ can be expressed as follows:

$$
h^\beta_k = q^\beta_{ij} \cdot p^\beta_k.
$$  

(6)

In model (1), travel demand is elastic and has direct relationship with travel cost, which can be calculated as follows (Kuang et al. 2007):

$$
q_{ij} = D_{ij} \left( S_y \right) = q^\beta_{ij} \cdot \exp(-\beta \cdot S_y),
$$  

(7)

where: $q^\beta_{ij}$ is the maximum potential travel demand between O–D pair $ij$. There are many factors that influence $q^\beta_{ij}$ including population, income, employment level, vehicle stock at origin node and stopping attraction at destination node. Values of $q^\beta_{ij}$ are determined by resident travel survey and travel demand prediction. $\beta$ is a constant that represents the sensitivity of travel demand to its cost. Generally speaking, the higher network crowdedness degree is, the larger the value of $\beta$ is. $S_y$ is expectation of minimum perceived travel cost, which can be calculated as follows (Kuang et al. 2007):

$$
S_y = -\frac{1}{\theta} \ln \left( \sum_{k \in K_y} \exp(-\theta \cdot t^\beta_k) \right).
$$  

(8)

Combining equations (7) and (8), $q^\beta_{ij}$ can be expressed as follows:

$$
q^\beta_{ij} = q^\beta_{ij} \cdot \exp(-\beta \cdot \ln \left( \sum_{k \in K_y} \exp(-\theta \cdot t^\beta_k) \right)) = \frac{q^\beta_{ij}}{\sum_{k \in K_y} \exp(-\theta \cdot t^\beta_k)} \cdot \exp(-\beta \cdot \ln \left( \sum_{k \in K_y} \exp(-\theta \cdot t^\beta_k) \right)).
$$  

(9)

Combining equations (5), (6) and (9), $h^\beta_k$ can be expressed as follows:

$$
h^\beta_k = D(S_y) \cdot p^\beta_k = q^\beta_{ij} \cdot \sum_{w \in K_y} \exp(-\theta \cdot t^\beta_w) \times \frac{\exp(-\theta \cdot t^\beta_k)}{\sum_{w \in K_y} \exp(-\theta \cdot t^\beta_w)} \times \frac{\sum_{w \in K_y} \exp(-\theta \cdot t^\beta_w)}{\sum_{w \in K_y} \exp(-\theta \cdot t^\beta_k)}.
$$

(10)

In equations (9) and (10), $t^\beta_k$ can be calculated as follows:

$$
t^\beta_k = \sum_{a} t^\beta_{a} \cdot \delta_{a,k},
$$  

(11)

where $t^\beta_{a}$ has direct connection with flows. Hence, equations (9) and (10) are implicit functions of flow solutions in model (1), so flow solutions can not be obtained only with these two equations.

Admittedly, it is almost impossible for any model to avoid Braess’s Paradox absolutely, including elastic-demand SUE model. For instance, as $\theta$ expands to infinity, SUE solutions approach DUE solutions, and thus Braess’s Paradox can be reproduced to an arbitrary degree. The extent to which elastic-demand SUE model is consistent with users’ behavior depends on precision degree of values of $\beta$ and $\theta$. However, in previous studies, values of $\beta$ and $\theta$ are not quantitatively determined, but empirically estimated according to crowdedness degree of a network, knowledge level and information obtainment of users. According to previous literature, reference range of $\theta$ is between 0.1 and 3.5 (Zhou, Xu 2001); reference range of $\beta$ is between 0.01 and 0.1 (unit: pcu/h for demand and mmn for cost) (Li et al. 2001). Actually, either of equations (9) and (10) can help determine parameters $\beta$ and $\theta$ quantitatively. In this paper, equation (9) is used to develop a parameter calibration method.
for the elastic-demand SUE model. The main steps of the procedure as depicted in Fig. 1 are summarized:

**Step 1. Initialization:**
Set initial solutions, $\beta = 0.01$ and $\theta = 0.1$.

**Step 2. Gaining theoretical value of travel demand:**
- Calculate travel cost on each path by equations (2) and (11).
- Calculate $q_{ij}$ with equation (9), which serves as theoretical value of travel demand between each O–D pair.

**Step 3. Termination:**
- Besides theoretical value $q_{ij}$, there is also actual travel demand $q_{ij}^\prime$, which represents travel demand between O–D pair $ij$ on the existing road network and can be got through traffic investigation. Calculate the error $\varepsilon_1$ between $q_{ij}$ and $q_{ij}^\prime$ as follows:

$$
\varepsilon_1 = \frac{\sum_{ij} (q_{ij} - q_{ij}^\prime)^2}{\sum_{ij} q_{ij}^\prime}.
$$

- If $\varepsilon_1 < \varepsilon_0$ (where: $\varepsilon_0$ is the maximum permissible error), output current values of $\beta$ and $\theta$ as final results and stop the whole solving procedure.
- Otherwise, continue this step.

- If $\theta = 3.5$, then reset $\beta$ and $\theta = \beta + 0.01, \theta = 0.1$. Otherwise, reset $0, \theta = \theta + 0.1$.

Go to Step 2.

**Remark 1.** The method above uses flows in an original network to determine parameters with implicit function (9) of flow solutions for programming model (1). The aim is to search the optimal values of $\beta$ and $\theta$ which can make theoretical travel demands gained by Logit model correspond well with actual flows under current circumstance.

**Remark 2.** The whole procedure amounts to a double-deck circulation structure. In outer circulation, the feasible solution of $\beta$ ranges from 0.01 to 0.1 with the interval of 0.01, while in initial circulation, the feasible solution of $\theta$ ranges from 0.1 to 3.5 with the interval of 0.1. The optimization starts from $\beta = 0.01$ and $\theta = 0.1$, and continues until the error in Step 3 is less than the maximum permissible one.

### 1.3. Upper-Level Subprogram

In bi-level programming models for RNDP, the upper level is usually represented as some investment decision problem. In most construction projects, measures of both adding new links and improving existing links are taken, and the corresponding problem is a mixed RNDP. Hence, mixed RNDP model is adopted in the upper level. In consideration of elastic travel demand in the lower level, the upper level should not pursue the minimum of construction costs or travel costs. Otherwise, travel demands would drop markedly, which is contrary to the original intention of network design. Under elastic demand, the upper-level subprogram should improve social benefit by maximizing consumer surplus, which accounts for the difference between total user benefit and total social cost.

In RNDP, consumer surplus is expressed by the difference between travel demand and construction cost in common circumstances, while in this paper, off-gas emissions is also taken into consideration. With the goal of maximizing consumer surplus, it is expected to attract more travel demands at the expense of fewer construction costs as well as fewer pollutant emissions. Also, saturation level is taken into account to guarantee appropriate use ratio and service level on links. Thus, the upper-level subprogram can be formulated as a nonlinear integer program as follows:

$$
\max_y Z_1 = \sum_{ij} q_{ij}(y) - \theta_1 \sum_a G_a(y_a) - \\
\theta_2 \sum_a h_a \cdot L_a \cdot f_a(y) - (12a)
$$

subject to:

$$
y_a \in \{0,1,2,\ldots,m\} \quad \forall a \in A; \quad (12b)
$$

$$
R_l \leq R_a \leq R_h \quad \forall a \in A, \quad (12c)
$$

where: $Y$ is design vector of the program, which involves a set of integer elements $y_a$ that represent attributes of link $a$ after network reformation. $q_{ij}(Y)$ and $f_a(Y)$ are travel demands under certain road network reformation scheme which can be obtained by solving lower-level subprogram; $G_a(y_a)$ is the construction-cost function of link $a$; $R_a$ is the saturation level on link $a$; $R_l$ and $R_h$ are the upper and lower bounds of saturation level respectively; $\theta_1$ is a constant coefficient matching units of travel demand and construction cost; $\theta_2$ is a constant coefficient matching units of travel demand and off-gas emissions; $h_a$ is off-gas emissions coefficient of link $a$ which represents off-gas emissions of an equivalent car when it runs normally for a single-unit distance on link $a$.

**Remark 3.** According to professional standard (Ministry of Housing and… 1991; Highway Capacity Manual 2010) and reference (Guo 2009), link grades and attributes for urban areas are summarized in Table 1. In construction projects, attribute values can be changed flexibly in accordance with actual situation.
Remark 4. In RNDP, there is a phenomenon called Pollutant Emissions Paradox, which indicates that volume of off-gas emissions rises dramatically though measures of adding new links or improving existing links in network design (Zhao et al. 2005). In order to avoid decision-making failure, off-gas emissions should be taken into consideration as shown in objective function (12a), where off-gas emissions coefficient can be expressed as a polynomial function with respect to travel speed (Anderson et al. 1996):

\[ h_a = b_0 + b_1 \cdot v_a + b_2 \cdot v_a^2 + b_3 \cdot v_a^3, \]  

(13)

where: \( v_a \) is the mean speed on link \( a \); \( b_1, b_2, b_3, b_4 \) are constant coefficients which are necessary to determine according to specific areas with the help of curve fitting calculations (Wang 2002).

Remark 5. In terms of social benefits, \( \theta_1 \) indicates that incremental social benefits caused by decreasing one-unit construction cost amount to those caused by increasing \( \theta_1 \)-unit travel demands, while \( \theta_2 \) indicates that incremental social benefits caused by decreasing one-unit off-gas emissions amount to those caused by increasing \( \theta_2 \)-unit travel demands. Thus, these two coefficients essentially reflect the importance of traffic benefit and social benefits. For a construction project, if economical efficiency is relatively more important, then the upper bound of construction cost is lower and the minimum expected travel demand contributed by one-unit travel demands, while \( \theta_2 \) should be set lower. In fact, the upper-level formulation can be expressed in another form:

\[ \max_{y} Z_1 = \sum_{ij} q_{ij}(Y), \]  

(14a)

subject to:

\[ \sum_{a} G_a(y_a) \leq A_1; \]  

(14b)

\[ \sum_{a} h_a \cdot L_a \cdot f_a(Y) \leq A_2; \]  

(14c)

\[ y_a \in \{0,1,2,\ldots,m\}, \ \forall \ a \in A; \]  

(14d)

\[ R_1 \leq R_a \leq R_2, \ \forall \ a \in A. \]  

(14e)

It can be proved in mathematics that formulation (14) is identical with formulation (12) if Lagrange multipliers of constraint (14b) and (14c) are equal to \( \theta_1 \) and \( \theta_2 \), respectively. In this case, negative correlation exists between \( \theta_1 \) and \( A_1 \), as well as \( \theta_2 \) and \( A_2 \), which corresponds to the analysis above.

1.4. Bi-Level Program

Based on Sections 1.2 and 1.3, the bi-level programming model for mixed RNDP can be established as follows:

\[ \max_{y} Z_1 = \sum_{ij} q_{ij}(Y) - \sum_{a} G_a(y_a) - \sum_{a} h_a \cdot L_a \cdot f_a(Y) \]  

(15a)

subject to:

\[ y_a \in \{0,1,2,\ldots,m\}, \ \forall \ a \in A; \]  

(15b)

\[ R_1 \leq R_a \leq R_2, \ \forall \ a \in A, \]  

(15c)

where the flow set can be obtained by solving the lower-level model below:

\[ \min_{(a,h)} Z_2 = \sum_{a} \left[ \int_{a} f_a L_a(x)dx + \frac{1}{\theta} \sum_{y} h_y \sum_{k} h_y^k \times \left( \ln h_y^k - 1 \right) - \frac{1}{\theta} \sum_{y} q_{ij} \left( \ln q_{ij} - 1 \right) - \sum_{y} \int_{0}^{q_{ij}} D_y^{-1}(x)dx \right] \]  

(15d)

subject to:

\[ h_y^k \geq 0, \ \forall \ i,j,k; \]  

(15e)

\[ \sum_{k} h_y^k = q_{ij}, \ \forall \ i,j; \]  

(15f)

\[ f_a = \sum_{i} \sum_{j} h_y^k \cdot \delta_{a,i,j}, \ \forall \ a. \]  

(15g)

Compared with some previous advanced RNDP models (Luathep et al. 2011; Farvaresh, Sepehri 2011;
Chen et al. (2011), this model has advantages mainly in following aspects:
- For the lower-level subprogram:
  - in consideration of two main characteristics in assignment (uncertainties of the travel demand and the path choice), the elastic-demand SUE model is adopted to coincide well with characteristics of users' path choice behaviour;
  - values of coefficients can be quantitatively determined by implicit functions of flow solutions for the model.
- For the upper-level subprogram: objective in the upper level is maximizing consumer surplus to purchase social benefits by measures of both adding new off-gas emissions and saturation level into consideration. What's more, the importance of traffic benefit, economical efficiency and environmental efficiency in construction projects can be represented through adjusting unit-matching coefficients.

2. Solution Algorithms

2.1. Algorithm for Lower-Level Subprogram

Nowadays, only a few algorithms have been proposed to solve elastic-demand SUE model, and existing algorithms are more or less defective. In this research, a utility algorithm for elastic-demand SUE model is developed based on some classic methods such as descent iteration method, Dijkstra’s algorithm and linear search technology. Main steps of solution procedure as depicted in Fig. 2 are summarized:

Step 1. Initialization:
- Set initial iteration counter \( n = 0 \).
- Set initial solution set \( \{ f^0_a \}, \{ q^0_j \} \) and \( \{ h^0_{ij} \} \), which meet flow constraints for UE assignment models.

Step 2. Determining iteration direction:
- Calculate travel cost on each link \( a \) by equation (2).
- With the help of Dijkstra’s algorithm, find out the very path \( m \) with minimum travel cost \( t^m_{ij} \) of each O-D pair \( ij \) and calculate \( \mu^0_{ij} \) representing minimum travel cost of each O-D pair \( ij \) when there is none flow in the whole network.
- Calculate \( D_1^{-1}(q^0_i) \) by equation (5). Calculate augmentation flow for each path \( m \) as follows:
  - if \( t^m_{ij} < D_1^{-1}(q^0_i) \), then \( g^m_{ij} = D_1^{-1}(q^0_i) \)
  - if \( t^m_{ij} > D_1^{-1}(q^0_i) \), then \( g^m_{ij} = 0 \), \( \forall k \neq m \);
  - Based on \( g^m_{ij} \), calculate augmentation flow for each link \( y^m_a \) and augmentation travel demand between each O-D pair \( v^m_j \) as follows:

\[
y^m_a = \sum_{i} \sum_{j} \sum_{k} a^m_{ijk} \cdot y^m_{ak}, \forall a ;
\]
\[
v^m_j = \sum_{k} g^m_{kj}, \forall i, j.
\]

Step 3. Determining iteration step size:
Gain iteration step size by solving the following one-dimensional program with the help of linear search technology, specifically Fibonacci method (Bergum et al. 1992).

\[
\min Z(a^n) = \int_0^{f^2 + a^n - f^1} \left( y^a_n - f^1 \right) \cdot l_a(x) \text{d}x + \frac{1}{3} \sum_{ij} \left( h^i_{jk} + a^n \left( g^i_{jk} - h^i_{jk} \right) \right) \times \left( \ln h^i_{jk} + a^n \left( g^i_{jk} - h^i_{jk} \right) - 1 \right) - \frac{1}{3} \sum_{ij} \left( q^0_{ij} + a^n \left( v^0_{ij} - q^0_{ij} \right) \right) \times \left( \ln q^0_{ij} + a^n \left( v^0_{ij} - q^0_{ij} \right) - 1 \right) - \sum_{ij} f^{1+2a^n} - f_{ij} \cdot D_2^{-1}(x) \text{d}x
\]
subject to:
\[
0 \leq a^n \leq 1.
\]

Step 4. Updating flows:

- Calculate the error \( \varepsilon_1 \):
\[
\varepsilon_1 = \frac{\sum_{ij} g^m_{ij} \cdot h^i_{jk} - h^m_{ij}}{\sum_{ij} g^m_{ij}}.
\]
If \( \varepsilon_1 < \varepsilon_0 \) (where \( \varepsilon_0 \) is the maximum permissible error), continue this step. Otherwise, increment iteration counter \( n = n + 1 \) and go to Step 2.
- Calculate \( t^m_{ij+1}, h^m_{ij+1}, S^m_{ij+1}, D_2^{-1}(S^m_{ij+1}) \) and \( P^m_{ij+1} \) by equations given above.
- Calculate the error \( \varepsilon_2 \):
\[
\varepsilon_2 = \frac{\sum_{ij} g^m_{ij} \cdot h^i_{jk} - h^m_{ij}}{\sum_{ij} g^m_{ij}}.
\]
If \( \varepsilon_2 < \varepsilon'_0 \) (where \( \varepsilon'_0 \) is the maximum permissible error), output the solution set \( \{ f^{n+1}_a \}, \{ q^{n+1}_j \} \) and \( \{ h^{n+1}_{ij} \} \), and stop the whole solving procedure. Otherwise, increment iteration counter \( n = n + 1 \) and go to Step 2.
Remark 6. The whole procedure is essentially a descent iteration process. In Step 2, Dijkstra’s algorithm and the shortest-path assignment are used to determine iteration direction. In Step 3, Fibonacci method of linear search technology is used to determine iteration step size. Detailed descriptions of Dijkstra’s algorithm and a Fibonacci method may refer to some literature (Wang 2004; Li 2006).

Remark 7. It can be proved in mathematics that updated flows in Step 4 in each iterative loop inevitably meet flow constraints of the program. In other words, this algorithm transforms constrained optimization problem into unconstrained optimization problem, so that feasible region need not be considered, which leads to the simplification in solving process. The proof is below.

Proof. In elastic-demand SUE model, the feasible region caused by flow constraints (1b–d) is a convex set. Let $X_1$ and $X_2$ be $\{h_{ik}^{i,n}, f_k^{n}, q_{ij}^{n}\}$ and $\{g_{ik}^{i,n}, v_{a}^{i,n}, q_{ij}^{n}\}$, respectively, which are two points in this convex set. According to characteristics of convex set, the line segment connecting $X_1$ and $X_2$ is also in this convex set. Let $X_3$ be $\{h_{ik}^{i,n+1}, f_k^{n+1}, q_{ij}^{n+1}\}$, which is equal to $(1 - \alpha^n)X_1 + \alpha^nX_2$. Then $X_3$ is in line segment $X_1X_2$ because value range of $\alpha^n$ is $[0, 1]$. Thus, $X_3$ is in the convex set (feasible region) and the updated flows $\{h_{ik}^{i,n+1}, f_k^{n+1}, q_{ij}^{n+1}\}$ meet flow constraints.

Remark 8. In Step 5, there are two iteration termination criteria. The first criterion tests flow change between two adjacent iterations. If the change is small enough, it indicates that the objective function value can hardly be improved through the flow adjustment in certain iteration direction. In this case, the second criterion should be applied to judge whether current flow set is the final assignment result by an implicit function of flow solution. If current flow set meets the second criterion, it is the solution to implicit function (9). In this case, this flow set also serves as the solution to elastic-demand SUE model, which can be referred to as the global optimal solution because implicit functions (9) and (10) have equivalence relationship with elastic-demand SUE model. Thus, a flow set which meets the second, theoretically speaking, the first criterion is not necessary. Despite this, the computational efficiency would descend sharply without the first criterion, because the computational complexity in Criterion 2 is much higher than that in Criterion 1. Moreover, for most cases, if the flow sets in iteration process can not meet Criterion 1, then they can not meet Criterion 2 consequentially.

Compared with previous algorithms for elastic-demand SUE model, this algorithm mainly has following advantages:

- the algorithm can obtain the final assignment results, rather than merely the implicit functions of flow solution;
- the algorithm is appropriate for any general traffic network, not confined to some specific ones such as public transit network;
- the algorithm produces no fictitious link in the whole solving procedure, which avoids the confusion caused by fictitious links and added links in the upper-level subprogram.

2.2. Algorithm for Bi-Level Program

Bi-level programs are generally difficult to solve by traditional calculus-based optimization methods, not only because evaluation of the upper-level objective function requires solving the lower-level subprogram, but the feasible solution set is too large as well. To solve the bi-level programming model proposed in this paper, a heuristic algorithm is developed, which consists of the proposed algorithm for elastic-demand SUE model and a modified GA. GA is the main body of the whole algorithm, which handles the nonlinear and non-convex nature of the bi-level program. Compared with other heuristic algorithms, GA has two main advantages:

- the operation object of GA is a group of feasible solutions rather than a single solution, which avoids trapping in local optimum to some extent;
- the objective function need not meet certain requirements such as differentiability.

Despite the above stated advantages, slow convergence rate and premature convergence exist in basic GA. Hence, some operators are designed to overcome these shortcomings, including elitist selection, adaptive cross, adaptive mutation and niche technology. Main steps of the solution procedure as depicted in Fig. 3 are summarized:

Step 1. Define GA parameters: mutation probability $p_{mrb}$, crossover probability $p_{cbr}$, group sizes $(N&M, M < N)$, maximum number of generations $h_{max}$. Initialize counter for the number of generations $k$ and a set of initial solutions (initial group $\{Y(0)\} = \{Y_1(0), Y_2(0), \ldots, Y_N(0)\}$).

Step 2. Evaluate the objective function of every solution $Y_j(k)$ in group $\{Y(k)\}$ and calculate the fitness value of every solution.

Step 3. Select solutions with relatively high fitness value in group $\{Y(k)\}$ to produce a new group $\{X(k)\}$ of size $M$. 

Fig. 2. Solution procedure for elastic-demand SUE model
Step 4. Evolve all solutions in group \( \{ Y(\{k\}) \} \) via GA operators: elitist selection, adaptive crossover, and adaptive mutation, resulting in producing another new group \( \{ Z(\{k\}) \} \) of size \( N \). Calculate the fitness value of every solution \( Z_i(\{k\}) \).

Step 5. Select \( N \) solutions from group \( \{ X(\{k\}) \} \) and group \( \{ Z(\{k\}) \} \) with the help of niche technology, resulting in producing the next generation group \( \{ Y(\{k+1\}) \} \). Increment \( k = k + 1 \).

Step 6. If \( k = k_{\text{max}} \), output the solution with the maximum fitness value in the last generation. Otherwise, go to Step 3.

Remark 9. In Step 2, evaluation of objective functions of every solution requires solving of the lower-level subprogram to obtain flow set \( \{ f(k), q_{ij} \} \) and \( \{ h_{k,l} \} \) by algorithm in Section 2.1. The fitness value of every solution is expressed as the difference between objective function value in the upper level of the reformulated network and that of the original network. When a solution doesn’t meet the saturation level constraint, the construction cost and off-gas emissions will be expanded several times to drop its fitness value, avoiding it being the final solution.

Remark 10. In Step 4, elitist selection, adaptive crossover and adaptive mutation operators are designed in order to improve convergence rate of GA. Elitist selection operator finds out the solution with maximum fitness value in a group which does not participate in crossover and mutation. Adaptive crossover and mutation operators determine crossover and mutation probabilities respectively according to fitness value. If fitness value of a solution is higher than average one in a group, its crossover and mutation probabilities will descend. Calculation method is shown below:

\[
P_c = \begin{cases} 
  p_{c0} - p_{c0} \cdot \frac{f' - f_{\text{ave}}}{f_{\text{max}} - f_{\text{ave}}}, & \text{when } f' \geq f_{\text{ave}}; \\
  p_{c0}, & \text{when } f' < f_{\text{ave}};
\end{cases}
\]

\[
P_m = \begin{cases} 
  p_{m0} - p_{m0} \cdot \frac{f - f_{\text{ave}}}{f_{\text{max}} - f_{\text{ave}}}, & \text{when } f \geq f_{\text{ave}}; \\
  p_{m0}, & \text{when } f < f_{\text{ave}}.
\end{cases}
\]

where: \( p_{c} \) and \( p_{m} \) are adaptive crossover and mutation probabilities respectively; \( p_{c0} \) and \( p_{m0} \) are ordinary crossover and mutation probabilities respectively; \( f' \) is fitness value of a solution; \( f' \) is the higher value in two solutions which make crossover operation; \( f_{\text{max}} \) and \( f_{\text{ave}} \) are the maximum and average fitness values in a group respectively. Elitist selection, adaptive crossover and adaptive mutation operators carry out the persistence of solutions with relatively high values, which avoid these solutions trapping in circulation between appearance and disappearance and result in an improvement in convergence rate consequently.

Remark 11. In Step 5, niche technology is designed to overcome premature convergence in basic GA, because it can guarantee diversity of solutions in every generation so as to avoid all solutions approaching some local optimum simultaneously. In the niche technology, difference between each two solutions of two groups – \( \{ X(\{k\}) \} \) and \( \{ Z(\{k\}) \} \) – are calculated as follows:
\[ Y_i - Y_j = \sum_{k=1}^{n} y_{ik} - y_{jk} \]  

(18)

where: \( Y_i \) is a design vector (solution) and \( y_{ik} \) is a design variable of \( Y_j \), \( i = 1 \sim (M + N - 1), j = (i + 1) \sim (M + N) \). If the difference is less than a certain value \( r \), these two solutions are regarded as similar solutions. The solution with lower fitness value will be punished by cutting its fitness value in half.

Detailed description of GA solution procedure may refer to related literature (Xu et al. 2009).

### 3. Numerical Example

In this section, the proposed bi-level programming model for RNDP and its algorithm are applied to a specific road network, in order to demonstrate their validation.

#### 3.1. Problem Description

Fig. 4 shows an original road network, link attributes and travel demands in the network as well as maximum potential travel demands. Necessary to say, any two nodes can be connected to form a probably added link. However, if a large number of probably added links are taken into consideration, the calculation amount will be enlarged remarkably. Therefore, only a few probably added links are chosen based on engineering experience in practice (four in this example).

The task is to provide a road network design scheme (improving existing links and adding new links), aiming to maximize the whole social benefit.

#### 3.2. Problem Solving

Two main stages are taken to solve the problem:

**Stage I:** Model (15) is established and the following parameters are used:

1) Parameters in upper level:
   - According to reference (Wang 2002), the parameters in the upper level are set as follows:
     - Unit-matching coefficients: \( \theta_1 = 0.2, \theta_2 = 0.03 \) (under the circumstances that the unit of travel demand is pcu/h, the unit of construction cost is 10000 yuan and the unit of off-gas emissions is g/h);
     - Upper and lower bounds of saturation level: \( R_1 = 0.25, R_0 = 0.95 \);
     - Coefficients in off-gas emissions calculation: \( b_1 = 167.154, b_1 = -5.291, b_2 = 0.0662, b_3 = -0.0003 \) (The unit of speed is km/h and the unit of off-gas emissions coefficient is g/pcu/km).
   - Parameters in lower level:
     - \( \alpha = 2.0, \beta = 0.05 \) (gained by the method presented in Section 1.1).
   - Parameters in GA:
     - According to the reference (Han 2010), the parameters in GA are set as follows:
       - Group size: \( N = 50, M = 25 \);
       - Maximum number of generations = 150;

2) Parameters in GA:
   - Ordinary crossover and mutation probabilities: \( p_c = 0.5, p_m = 0.02 \);
   - In niche technology, \( r = 3 \).

**Stage II:** As it is said in Introduction, during the last decade, some advanced researches have concluded that GA has advantages over other heuristic optimization techniques in finding optimal solutions of RNDP. In order to make preparation and demonstrate the effectiveness of the modified GA proposed in this paper, both proposed GA and the basic GA are applied to solve the established bi-level programming model in this example. Using the MATLAB 7.0 software and its GA toolbox (Huang et al. 2005), programs are developed to solve the problem, through which the road network design schemes are obtained.

#### 3.3. Results and Analysis

The programs are implemented on a personal computer with Core V 3.2GHz, 2.0GB. Initial points for the optimization are produced automatically by the MATLAB 7.0 software (http://se.mathworks.com). Results are shown as follows.
Table 2 shows that when reaching optimum, basic GA needs more generations than the modified GA. Moreover, the modified GA proposed in this paper obtains a road network design scheme with higher social benefit, since it overcomes the drawbacks of slow convergence rate and premature convergence in the basic GA. In terms of social benefit, the fitness value of the final solution from the modified GA is 2205, which indicates that the whole social benefit of reformed network is higher than that of original one and the difference is equivalent to such a benefit that can meet travel demand of 2205 passenger car units per hour in the network. The specific design scheme and situation of reformed network are shown in Table 3.

In the designing scheme, 109800000 yuan is spent in reforming the network. Comparisons between original and reformed networks are shown in Fig. 5. According to Fig. 5, it can be found that the average off-gas emissions per car in original and reformed networks are 0.132 kg/h and 0.108 kg/h respectively. It can be concluded that the design scheme in Table 3 not only brings about higher traffic benefit and environmental efficiency, but also reduces the saturation level of the road network markedly. As a result, the model and algorithm proposed in this paper are effective and reasonable, which shows bright prospects in the application for solving RNDP.

**Conclusions**

In this paper, RNDP has been studied. A bi-level programming model and its algorithm have been proposed and applied to a specific numerical example. Main achievements and innovations are listed as follows:

1. **Models:**
   - The lower level subprogram adopts elastic-demand SUE model to coincide well with uncertainties in users’ behavior. In order to guarantee accuracy of flow prediction, parameter calibration method for the model is designed to determine parameter values quantitatively, not empirically as previous methods.

**Table 2. Results of two GAs**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Generations</th>
<th>CPU time [s]</th>
<th>Objective function value [pcu/h]</th>
<th>Fitness value [pcu/h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic GA</td>
<td>111</td>
<td>327</td>
<td>6327</td>
<td>1563</td>
</tr>
<tr>
<td>Proposed GA</td>
<td>78</td>
<td>212</td>
<td>6969</td>
<td>2205</td>
</tr>
</tbody>
</table>

**Fig. 5. Comparison between original and reformed networks**

- **Table 3. Link attributes and travel demand in reformed network**

<table>
<thead>
<tr>
<th>Link attribute</th>
<th>Link number</th>
<th>Link grade</th>
<th>Flow [pcu/h]</th>
<th>Saturation level [%]</th>
<th>Link number</th>
<th>Link grade</th>
<th>Flow [pcu/h]</th>
<th>Saturation level [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>VI</td>
<td>2312</td>
<td>72.3</td>
<td>7</td>
<td>IV</td>
<td>5114</td>
<td>85.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>IV</td>
<td>5676</td>
<td>94.6</td>
<td>8</td>
<td>VI</td>
<td>3026</td>
<td>94.6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>IV</td>
<td>3872</td>
<td>64.5</td>
<td>9</td>
<td>VI</td>
<td>2772</td>
<td>86.6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>III</td>
<td>7660</td>
<td>94.8</td>
<td>10</td>
<td>V</td>
<td>3638</td>
<td>75.8</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>III</td>
<td>6956</td>
<td>87.0</td>
<td>11</td>
<td>VI</td>
<td>1134</td>
<td>35.4</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>III</td>
<td>5982</td>
<td>74.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Travel demands [pcu/h]</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>1 2 3 4 5 6 7</td>
</tr>
<tr>
<td>1</td>
<td>0 1252 845 823 595 694 638</td>
</tr>
<tr>
<td>2</td>
<td>1252 0 1197 733 429 539 327</td>
</tr>
<tr>
<td>3</td>
<td>845 1197 0 408 504 616 541</td>
</tr>
<tr>
<td>4</td>
<td>823 733 408 0 411 545 441</td>
</tr>
<tr>
<td>5</td>
<td>595 429 504 411 0 464 563</td>
</tr>
<tr>
<td>6</td>
<td>694 539 616 545 464 0 412</td>
</tr>
<tr>
<td>7</td>
<td>638 327 541 441 563 412 0</td>
</tr>
</tbody>
</table>
The upper level subprogram establishes a nonlinear integer programming model with the goal of maximizing consumer surplus. It takes multi-factors into consideration, including travel demand, construction cost, off-gas emissions and saturation level. Moreover, the upper level model can represent different importance of traffic benefit, economical efficiency and environmental efficiency through adjusting unit-matching coefficients in construction projects.

2. Algorithms:
- A utility algorithm for elastic-demand SUE model is developed based on descent iteration method, Dijkstra’s algorithm and linear search technology. The new algorithm can resolve some limitations in the previous algorithms such as the restrictions in application range and the production of fictitious links.
- A modified GA for the established RNDP model is developed, in which elitist selection operator, adaptive cross operator, adaptive mutation operator and niche technology are designed to overcome the drawbacks of slow convergence rate and premature convergence in basic GA.

3. Example:
- A numerical example is conducted. With the application of the proposed bi-level model and related algorithms, a design scheme with relatively higher social benefits is gained through less calculation. Results demonstrate that the proposed model and algorithms are effective and reasonable.

It should be mentioned that only two measures (adding new links and improving existing links) have been taken into consideration in RNDP so far. Future researches will also consider other measures such as reversible lanes and the congestion charge. On the computational side, method of setting reasonable maximum number of generations should be further explored to avoid unnecessary operation in future researches.
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