IDENTIFICATION OF HOTSPOTS ON ROADS USING CONTINUAL VARIANCE ANALYSIS
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Abstract. This paper presents a new statistical model for the identification of dangerous locations (subsections) on roads, also known as hotspots. The model is based on continual analysis of variance. The variance parameter has the potential for the synthesis of quantity and quality, especially regarding traffic accident frequencies and the consequences of traffic accidents within subsections and the significant comparison of the produced synthesis. The sensitivity of the suggested model can be adjusted with the level of disjunction and the length of subsections. A practical application of the new model is performed using a sample of 8442 traffic accidents, of which 6079 were Property Damage Only (PDO) accidents, 2041 resulted in injuries and 322 resulted in fatalities. The sample is for the period of 2001 to 2011 and is from an ‘I class’ two lane rural state road in the Serbia with total length of 284 kilometres. The results acquired using the continual analysis of variance were compared with previous results from four HotSpot Identification Methods (HSID) that are also based on the frequency of traffic accidents.
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Introduction

Managing hotspots is one of the most important topics of road traffic safety, and the identification of hotspots (black spots) and their ranking represents a frequent subject of discussion among researchers. In the literature (Montella 2010; Anđelković et al. 2014), the identification of hotspots represents the first step in the process of road safety management.

Considering the nonexistence of a unique and generally accepted model (with universal benchmarks) for the identification and classification of hotspots, for the purpose of this research, a new statistical model is developed, which is based on the frequency of traffic accidents that are spatially and temporally distributed on certain road sections and subsections. Statistical-probabilistic methods are unavoidable in traffic safety research. The large number of applied models confirms it: Poisson models (Geedipally et al. 2014), negative binominal models (Miranda-Moreno et al. 2007; Ferreira, Couto 2013; Geedipally et al. 2014), generalized negative binominal models (Miaou, Song 2005; Russo et al. 2014), log-normal Poisson models (Miranda-Moreno et al. 2007), empirical Bayes models (Heydecker, Wu 2001; Miaou, Song 2005; Jiang et al. 2014), hierarchical Bayes models (Tunaru 2002), and many other models (Carey 2001). By using these models, prioritization is often based on the potential for reduction of accident risk and finding the locations of greatest risk.

Numerical markings can describe the number of accidents, the severity of consequences, the number of injured people and other parameters that characterize traffic accidents. The statistics of traffic accidents is the best data for the identification of dangerous locations. Based on the statistics of traffic accidents, it is possible, apart from identifying the locations were traffic accidents are frequent, to conduct a far more sensitive analysis of other significant factors connected with the occurrence of traffic accidents, and that analysis can include: determining the interaction between the vehicle characteristics, road characteristics and characteristics of individuals involved in traffic accidents (Savolainen et al. 2011; Sokolovskij, Prentkovskis 2013); determining the
road conditions, type of accident, and age and gender of the driver (Manner, Wünsch-Ziegler 2013; Russo et al. 2014); determining the effects of speed, congestion and horizontal curvature of the road (Wang et al. 2013); the behavior of young drivers, presence of passengers and involvement of vulnerable participants in traffic (Weiss et al. 2014; Alver et al. 2014); and many other factors.

It is important to emphasize that we are analysing random events, and it is well known that statistical methods that include random events provide certain regularities or patterns, especially when large numbers, i.e., large groups, are involved. Continual variance analysis was not used previously for the identification of hotspots, however, the analysis of variance was used within research regarding road traffic safety (Miaou, Lord 2003; Lord 2008; Jin et al. 2008; Antić et al. 2013; Qu et al. 2014).

The main goal of this paper is the introduction of a new model based on continual variance analysis for the identification of dangerous road subsections. The primary goal of the proposed method is the identification of hotspots, that is, the discovery of the most insecure subsections with the highest concentrations of traffic accidents. A secondary goal is the identification of the safest subsections with the lowest concentrations of traffic accidents. Apart from that, this paper also contains a comparative analysis of the presented method and four HotSpot Identification Methods (HSID).

1. Methods

Most researchers agree that the empirical Bayes method is currently the most reliable method for the identification and ranking of hotspots (Heydecker, Wu 2001; Tunaru 2002; Miaou, Song 2005; Montella 2010; Aguero-Valverde 2013; Gregoriaides, Mouskos 2013; Yu et al. 2014; Washington et al. 2014). Bayesian statistics includes three elements: (1) the previous distribution of accidents (historical data about accidents), (2) the distribution probability, and (3) additional (anticipated) distributions. It is most often based on the assumption that the occurrence of accidents follows a Poisson distribution and that the probability distribution of accident locations follows a gamma distribution (Cheng, Washington 2005). A Poisson distribution, in most cases, is not appropriate for accident data. The assumption made in simple Poisson models is that the mathematical expectations and variance are equal. Heterogeneity is mostly shown in the form of over dispersion, which implies that the variance is higher than the expectations. There are models that attempt to overcome that shortcoming, including hierarchical models (Hinde, Demétrio 1998; El-Basyouny, Sayed 2010), gamma models (Anastasopoulos, Manering 2009; Connors et al. 2013; Zou et al. 2013), negative binomial models (Poch, Manering 1996; Hinde, Demétrio 1998; Russo et al. 2014), log-normal models (Lord, Miranda-Moreno 2008; Connors et al. 2013) and other models (for example Miaou, Lord 2003).

Complex convolution of Poisson and gamma distributions is founded on the long-term mean value of accidents, which contains in its weighting factor the mandatory application of variance (Hauer 1997; Harwood et al. 2000; Vistisen 2002; Shen, Gan 2003). Variance is usually observed in three ways: as a fixed value; a varying function of the location characteristics; and as a value that varies randomly.

Generally, variance as a second central moment represents a strong statistical parameter introduced into the entire balance. It can be said that the greatest achievement of the use of variance is realized in the Pollaczek–Khinchine formula, which shows the influence of the variance on system function. Additionally, the variance indirectly introduces the Annual Average Daily Traffic (AADT) in the identification and ranking of hotspots, which is not the case here. The authors' idea is based on the fact that in poor countries and in developing countries, AADT data are often unavailable or inaccurate, so the authors want to create a model that can be used to identify hotspots in countries lacking precise AADT data. In that way, decision makers in such countries could use this simple model and the accompanying software to relatively quickly obtain classified and ranked hotspots without AADT data, and they would be able to allocate resources to the most dangerous locations and accordingly improve the level of road traffic safety. The inclusion of AADT data is one of the goals of a future expansion of the proposed model.

Often, the dominant characteristic in the identification of dangerous places is based on socio-economic factors (weighted factors) that represent a simple mathematical apparatus based on weights (weight factors) that statistically take into account only mathematical expectations.

The method of continual variance analysis represents a new model that can use weights and is based on the concept of sequentially searching for hotspots; that is, it is also a variance analysis model. The proposed model is conservative, and it is observed within the selected road (group).

1.1. Description of the Mathematical Model

The search for dangerous locations on a particular road, which is divided into smaller number of subsections, is based on observing two groups with mathematical expectations $\varepsilon_1$ and $\varepsilon_2$ with no significant difference (no difference between groups). When one variable is taken and then compared the variance from both groups, by using ANalysis Of the Variance (ANOVA) of one group against the other group, certain values are obtained. The concept of a ‘continual’ variable synthetically contains factors that, in this case, are not differentiated and provide a complete platform. However, it can relate to a disjunctive subsection and create the possibility of a sensible calibration of the location if the subsections are overlapped. The simplest concept of a disjunctive subsection is taken to be an example of a model with continual variance analysis.

Let’s consider a certain road, or more accurately, a section of a road, where during an observation period, $\Sigma$ (sum) accidents happened. Of those, there were $\Sigma_{PDO}$
accidents with Property Damage Only (PDO), \(S_{\text{INJ}}\) accidents with injuries and \(S_{\text{FAT}}\) accidents with fatalities. The total number of accidents has to comply with the following condition:

\[
S = S_{\text{PDO}} + S_{\text{INJ}} + S_{\text{FAT}}. 
\]  

(1)

By dividing the (total) section into \(n\) disjunctive subsections, a sequence is created that distributes accidents according to the index of each subsection \((n_{\text{PDO}(k)}\) – number of traffic accidents with PDO in subsection \(k\); \(n_{\text{INJ}(k)}\) – number of traffic accidents with injuries in subsection \(k\); \(n_{\text{FAT}(k)}\) – number of traffic accidents with fatalities in subsection \(k\)).

\[
S_{\text{PDO}} = \sum_{k=1}^{n} n_{\text{PDO}(k)}, \\
S_{\text{INJ}} = \sum_{k=1}^{n} n_{\text{INJ}(k)}, \\
S_{\text{FAT}} = \sum_{k=1}^{n} n_{\text{FAT}(k)}. 
\]  

(2)

\[ \Sigma = \sum_{k=1}^{n} n_{\text{PDO}(k)} + \sum_{k=1}^{n} n_{\text{INJ}(k)} + \sum_{k=1}^{n} n_{\text{FAT}(k)}. \]  

(3)

The numbers of accidents in each subsection simultaneously provide a special sequence of accidents in a section that contains complementary values of subsections (Figs 1 and 2), and those are:

- when the number of accidents with material damage is excluded from the section, the complementary value at subsection \(k\) is \(N_{\text{PDO}(k)} = \Sigma_{\text{PDO}} - n_{\text{PDO}(k)}\); when the number of accidents with injuries is excluded from the section, the complementary value at subsection \(k\) is \(N_{\text{INJ}(k)} = \Sigma_{\text{INJ}} - n_{\text{INJ}(k)}\); when the number of accidents with fatalities is excluded from the section, the complementary value at subsection \(k\) is \(N_{\text{FAT}(k)} = \Sigma_{\text{FAT}} - n_{\text{FAT}(k)}\).
This procedure, from the basic group of accidents in a section \( \{\Sigma_{PDO}, \Sigma_{INJ}, \Sigma_{FAT}\} \), separates two groups: (1) the group of accidents in a subsection \( k \) \( A_{sd(k)} = \{n_{PDO(k)}, n_{INJ(k)}, n_{FAT(k)}\} \) and (2) the complementary group in a subsection \( k \) \( A_{com(k)} = \{N_{PDO(k)}, N_{INJ(k)}, N_{FAT(k)}\} \).

If each accident with PDO is assigned a numerical marking \( \lambda_{PDO} \), each accident with injuries (INJ) a numerical marking \( \lambda_{INJ} \) and each accident with fatalities (FAT) a numerical marking \( \lambda_{FAT} \) the groups of accidents at a subsection \( A_{sd(k)} \) and the complementary groups \( A_{com(k)} \) can be written in the following form:

\[
A_{sd(k)} = \left\{ \frac{\lambda_{PDO}}{n_{PDO(k)}}, \frac{\lambda_{INJ}}{n_{INJ(k)}}, \frac{\lambda_{FAT}}{n_{FAT(k)}} \right\};
\]

\[
A_{com(k)} = \left\{ \frac{\lambda_{PDO}}{N_{PDO(k)}}, \frac{\lambda_{INJ}}{N_{INJ(k)}}, \frac{\lambda_{FAT}}{N_{FAT(k)}} \right\}.
\]

The mathematical expectation of the numerical markings of accidents and the variance of the numerical markings of accident in the total group on the entire observed section are equal to:

\[
E_\Sigma = \frac{\lambda_{PDO}\Sigma_{PDO} + \lambda_{INJ}\Sigma_{INJ} + \lambda_{FAT}\Sigma_{FAT}}{\Sigma};
\]

\[
V_\Sigma = \frac{a}{\Sigma-1},
\]

where:

\[
a = \sum_{i=1}^{\Sigma_{PDO}} (E_\Sigma - \lambda_{PDO})^2 + \sum_{i=1}^{\Sigma_{INJ}} (E_\Sigma - \lambda_{INJ})^2 + \sum_{i=1}^{\Sigma_{FAT}} (E_\Sigma - \lambda_{FAT})^2.
\]

The groups \( A_{sd} \) and the complementary group \( A_{com(k)} \) have the following parameters.

The mathematical expectation of the numerical markings of accident group \( A_{sd(k)} \) at subsection \( k \) is:

\[
E_k = \frac{b}{n_{PDO(k)} + n_{INJ(k)} + n_{FAT(k)}},
\]

where:

\[
b = \frac{n_{PDO(k)}}{\lambda_{PDO} + \lambda_{PDO} + ... + \lambda_{PDO}} + \frac{n_{INJ(k)}}{\lambda_{INJ} + \lambda_{INJ} + ... + \lambda_{INJ}} + \frac{n_{FAT(k)}}{\lambda_{FAT} + \lambda_{FAT} + ... + \lambda_{FAT}}.
\]

The mathematical expectation of the numerical markings of accidents in the complementary group \( A_{com(k)} \) is:

\[
E_k = \frac{c}{N_{smi(k)} + N_{pov(k)} + N_{pog(k)}},
\]

where:

\[
c = \frac{\lambda_1 + \lambda_1 + ... + \lambda_1 + \lambda_1 + \lambda_1 + \lambda_2 + \lambda_2 + ... + \lambda_2 + \lambda_2 + \lambda_3 + \lambda_3 + ... + \lambda_3 + \lambda_3},
\]

The variance of the numerical markings of accidents in group \( A_{sd(k)} \) at subsection \( k \) is:

\[
n_{PDO(k)}(E_k - \lambda_{PDO})^2 = \sum_{i=1}^{n_{PDO(k)}} (E_k - \lambda_{PDO})^2;
\]

\[
n_{INJ(k)}(E_k - \lambda_{INJ})^2 = \sum_{i=1}^{n_{INJ(k)}} (E_k - \lambda_{INJ})^2;
\]

\[
n_{FAT(k)}(E_k - \lambda_{FAT})^2 = \sum_{i=1}^{n_{FAT(k)}} (E_k - \lambda_{FAT})^2.
\]

The variance of the numerical markings of accidents in the complementary group \( A_{com(k)} \) is:

\[
n_{PDO(k)}(E_k - \lambda_{PDO})^2 = \sum_{i=1}^{n_{PDO(k)}} (E_k - \lambda_{PDO})^2;
\]

\[
n_{INJ(k)}(E_k - \lambda_{INJ})^2 = \sum_{i=1}^{n_{INJ(k)}} (E_k - \lambda_{INJ})^2;
\]

\[
n_{FAT(k)}(E_k - \lambda_{FAT})^2 = \sum_{i=1}^{n_{FAT(k)}} (E_k - \lambda_{FAT})^2.
\]
This method for calculating the parameters of mathematical expectation and variance is conservative in comparison to the total sample-section or road we are testing.

The group of accidents at a subsection usually has a much smaller number of data points than the complementary group:

\[ n_{PDO(k)} + n_{INJ(k)} + n_{FAT(k)} < < \]

\[ N_{PDO(k)} + N_{INJ(k)} + N_{FAT(k)}. \] (18)

We can expect that the number of data points on the complementary section will be stable and smaller than but approximately equal to the total number of accidents at the observed section:

\[ \frac{N_{PDO(k)} + N_{INJ(k)} + N_{FAT(k)}}{\Sigma_{PDO} + \Sigma_{INJ} + \Sigma_{FAT}} \approx 1. \] (19)

In case that there are no accidents on the subsection, the complementary group is equal to the basic group:

\[ n_{PDO(k)} + n_{INJ(k)} + n_{FAT(k)} = 0 \Leftrightarrow \]

\[ N_{PDO(k)} + N_{INJ(k)} + N_{FAT(k)} = 1. \] (20)

The complementary group has values of numerical markings and variance that are similar to the values of the basic group that have a small variation of mathematical expectation and variance:

\[ E_{\Sigma} \approx E_k; \ V_{\Sigma} \approx V_k, \]

\[ \forall k \notin \{1, n\}. \] (21)

The parameters of the numerical markings of a subsection \( \{e_k, v_k\} \) will have variation values of mathematical expectations and variance that will be directly influenced by the number of accidents and their associated numerical markings.

Along with the existence of the variance of the group of numerical markings of accidents at a subsection \( k \) and the complementary group, a null hypothesis can also be postulated regarding the equality of the mathematical expectations or variance of numerical markings of accidents with an importance threshold \( \alpha \). This hypothesis can be postulated in relation to the total group:

\[ H \left( e_k = E_\Sigma \right) \big|_{\alpha} \; H \left( v_k = V_\Sigma \right) \big|_{\alpha}. \] (22)

or, in relation to complementary group:

\[ H \left( e_k = E_k \right) \big|_{\alpha} \; H \left( v_k = V_k \right) \big|_{\alpha}. \] (23)

However, it should be noted that the group of numerical markings of subsection is a subgroup of a total group. Because of that, specificities (factors) that lead to accidents at a subsection exist even in the total group. If null hypotheses are placed in relation to the complementary group, then the specificities of the subsection are preserved and present even in the complementary group. This fact is key for the selection of the null hypothesis based on the parameters of the subsection and complementary group.

The research of the hypothesis regarding the equality of mathematical expectations is somewhat in accordance with the previously promoted weighted methods (PIARC 2004; Zein 2004; DoT 2006; Oh et al. 2010; Montella 2010; Vadlamani et al. 2011). However, it is known that the tests based on variances are more sensitive than tests based on mathematical expectations. Thus, the final choice is testing of the null hypothesis of the variance of a group of numerical markings from the subsection and complementary group:

\[ H \left( v_k = V_k \right) \big|_{\alpha}. \] (24)

The problem arising from a subsection without accidents represents a potential advantage of the above mentioned approach. For the case in which there were no accidents on the subsection, the mathematical expectation and the variance of the numerical markings are equal to zero. The mathematical expectation and variance of the numerical markings of the complementary group are equal to those of the total group:

\[ e_k = 0 \land v_k = 0 \Leftrightarrow \]

\[ E_k = E_\Sigma \land V_k = V_\Sigma. \] (25)

To use this circumstance, it is necessary to attach the number ‘0’ to the subsections that have no recorded accidents in databases of traffic accident data, which is explained in detail in the following paragraph. That completes the statistical group of accidents. For each subsection without traffic accidents, any variance test rejects the null hypotheses. The significant difference of the variance goes in favour of the desired safety.

The concept of testing the null hypothesis is based on disjunctive groups, that is, the subsection and complementary group, and it has a dual interpretation. If the null hypothesis is rejected, the subsection can be much more safe or unsafe. Significant safety is observed in cases with small numbers of accidents, while significant unsafe conditions are observed in cases with large numbers of accidents. When traffic accident weights are used, significant non-safety can be observed on certain subsections even in cases with smaller numbers of accidents but with more severe consequences.
The choice of statistical test for testing the null hypothesis regarding the equality of variances represents a key question. It is known that variance tests easily verify the null hypothesis if the number of data in the groups is small and that they have difficulties identifying the null hypothesis when the number of data in groups is large, which is the reason to select a large number of data. The number of data in groups of numerical markings of a subsection can be considerably smaller than the number of data in the complementary group. That brings us to the situation in which the null hypothesis is verified for two groups of which one has a small number of data and the other has a large number of data. There is also an issue when the complementary group has a small variation, in which case the null hypothesis is difficult to prove. Because of the above mentioned circumstances, a preliminary rating of the choice of statistical test could not be completed.

We mention one more time that we have adopted the application of the standard single-factor variance analysis (that is based on $F$-distribution), where, in this case, the continual factor is the length of the subsection, which must have a constant length; and the variable factor is the number of traffic accidents.

1.2. Source of Data

The model is tested with and based on official statistical data from the Ministry of Internal Affairs (Serbia) Traffic Police Department database. Data regarding the consequences, time of occurrence and location of traffic accidents (kilometre and meter of the road where accidents happened) were taken from the database. Modification of the existing categorization of traffic accident types needed for the research was made within the received database, with linear numerical accident markings assigned by bijection. This adjusted way of classifying accident types can be observed as an elementary weighting of traffic accidents. For research purposes, in an effort to complete a statistical group, a numerical marking of "0" is assigned for each subsection where, during one year, there were no traffic accidents. In this way, a statistical group is produced with adjusted traffic accident types joined to a certain kilometre section where the observed traffic accident occurred. The database completed in this manner for the application of the suggested model offers the possibility to choose different subsection lengths as well as different time periods of observation.

1.3. Selection of Road (Section) for Observation

In prior research (Lipovac et al. 2010) it was confirmed that in the Serbia on the 'I class' state road of Belgrade–Ribarice, which is 284 km in length, 27.5% of the kilometre-long sections were highly dangerous, so this road was chosen for analysis and application of the model. On the other hand, the selected road has a geo-strategic importance because it connects central Serbia with Montenegro and Southern Serbia–Kosovo. The selected road is considered to be a rural road (in a rural area). The speed limit on the selected road does not exceed 80 km/h.

1.4. Selection of the Subsection Length for Application of the Suggested Model

There is no clear indicator of the best length for determining dangerous segments or road sections, nor can the optimal length be defined. Lengths are chosen to limit heterogeneity within each road segment, but certain authors recommend constant lengths because interpretation of accident data can be complicated for different road lengths. Stern and Zehavi (1990) divide the road into 1-km-long sections, without any special reason for those lengths. Elvik (1988) suggests defining a dangerous road section so it is always the same length by moving a sliding window (slider) of a certain length along the road. Other researchers have used a road segmentation approach (Abdel-Aty, Radwan 2000; Cafiso et al. 2008). They often define road segments with fixed lengths or simply use the distance between two main intersections.

Sadeghi et al. (2013) identified and segmented homogenous road sections based on accident factors. Just as others have assumed in their work (AASHTO 2010; Harwood et al. 2010; Tege et al. 2010) that highways in America have the same functional form, we assumed in this paper, just without the parameter estimate, that the entire length of a two-lane road has the same or approximately the same functional form; further, a constant subsection length is used, following the experience of others (Okamoto, Koshi 1989; Stern, Zehavi 1990; Abdel-Aty, Radwan 2000; Cafiso et al. 2008).

The proposed model can be applied with a constant subsection length. The selection of the subsection length is arbitrary. The model is flexible, and by using software, different subsections of interest can be studied. This paper presents the application of subsections with a constant length of 1 km. A constant subsection length less than 0.5 km could also be considered, as well as 0.5, 2, 3, 4, 5 km, or practically any length, using the software that was designed for this purpose. Within the suggested methodology there is an option to use the approach of the sliding moving window (Kwon et al. 2013).

1.5. Determining the Observational Time Period

The time period for the identification of dangerous locations in Serbia, within which every accident analysis is successfully completed is 5 years, and a detailed analysis and case studies happened within the last year. We are also aware that the most often used analysis period for the identification of dangerous places is from 3 to 5 years and that periods longer than 10 years should not be used; however, because of the increased sample size and estimates of the proposed model and verification of its capacity, a representative period of 11 years is selected.

It is well known, that variance tests can easily verify the null hypothesis if the number of data in groups is small and that the tests have a difficult time verifying the null hypothesis when the number of data in groups is large. We use this as justification for the use of such a long period of time as 11 years (2001–2011). This time period encompassed 6079 traffic accidents with PDO, 2041 traffic accidents with injuries and 322 traffic ac-
Table. Data and variations that were used in the number of Traffic Accidents (TA) for the period of 2001–2011

<table>
<thead>
<tr>
<th>Type of TA</th>
<th>Min. number of TA per accident type</th>
<th>Max. number of TA per accident type</th>
<th>Mean</th>
<th>Total number of TA per accident type</th>
<th>[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDO</td>
<td>0</td>
<td>222</td>
<td>21.40</td>
<td>6079</td>
<td>72.01</td>
</tr>
<tr>
<td>TA with injuries</td>
<td>0</td>
<td>91</td>
<td>7.19</td>
<td>2041</td>
<td>24.18</td>
</tr>
<tr>
<td>TA with fatalities</td>
<td>0</td>
<td>19</td>
<td>1.13</td>
<td>322</td>
<td>3.81</td>
</tr>
<tr>
<td>TA with casualties</td>
<td>0</td>
<td>110</td>
<td>8.32</td>
<td>2363</td>
<td>27.99</td>
</tr>
<tr>
<td>Σ</td>
<td>0</td>
<td>313</td>
<td>29.73</td>
<td>8442</td>
<td>100</td>
</tr>
</tbody>
</table>

incidents with fatalities, which in total is 8442 traffic accidents (Table). The use of this long time period is further justified by plans for a future comparison (research) of certain safety parameters of this section of a two-lane road to a highway with similar parameters whose construction began in 2012.

Because of the large number of data used within this study, to avoid slow and manual data processing, and to automate the data processing, all data are processed in mathematical software specially designed for this purpose, but also filtering of the anomalous observation is not taken into account like it was case in research performed by Russo et al. (2014), so it is limitation of presented method.

2. Results

By applying the mathematical expectation-mean value ε, variance ν and F value in a continual analysis of variance-ANOVA, the primary and secondary goals of the proposed method are achieved. During testing of the proposed hypothesis H(vk = Vkα), the variance ν, plays an important role in determining a large significance (significance threshold) between the observed subsection k and the complementary group K (Fig. 1). For the entire observed group of all 284 1-km-long subsections and the adopted significance (significance threshold) of α = 0.051, for the continual variance analysis, two disjunction data groups are produced, that is, two subsection groups. The research produced 102 subsections that are significantly different from the complementary group for α < 0.05 and 182 subsections (white circles2) that are not significantly different from the complementary group for α ≥ 0.05. Within the 102 subsections that are significantly different from the complementary group, there are 67 subsections that are significantly safe (green circles2) and 35 subsections that are significantly not safe (red circles2). All of these values were previously calculated by applying the described method in accordance with the adopted significance threshold of α = 0.05. The mathematical expectation values and variance values shown in Fig. 3 represent the first filter, that is, the first stage in identification, which does not include all potentially significant subsections. The approximate limit values that note the significance of subsections are for values ε < 0.9 (significantly safe – green circles) and for ε > 1.3 (significantly not safe – red circles), while for group values ε [0.9, 1.3] we have insignificant subsections (white circles).

The F values (ANOVA) and the values of mathematical expectations shown in Fig. 4 represent the second filter, that is, the second stage of identification of potentially significant subsections. Significant subsections are indicated by F > 4, and for ε < 0.9, we have significantly safe subsections (green circles) and for ε > 1.3 we have significantly not safe subsections (red circles), for the significance threshold of α < 0.05. Considering that there are subsections with the same mathematical expectation within the significant subsections, the F value of ANOVA will note those subsections with higher numbers of accidents in comparison to those with lower numbers of accidents, as illustrated by higher F values of the continual analysis of variance – ANOVA.

The F values of ANOVA and the variance values are shown in Fig. 5 and represent a third and final filter, that is, a final stage of identification of potentially significant subsections. In accordance with the primary goal of the paper (excluding non-significant subsections – white circles), the significantly unsafe subsections (red circles) are displayed, while the significantly safe subsections (green circles) are excluded from the figure.

Fig. 6 shows a unified three-dimensional zone image of all three observed values (ε, ν and F) for all subsections of the observed group (road). The average value of the intensity of traffic accidents and the variance are independent variables, and the F value is a dependent variable. In accordance with the F values of ANOVA, a visual zone classification is created whereby all subsections are included with their respective colours, such that darker shades of each colour indicate significantly safer or more unsafe subsections. Considering the first dimension ε, framed by a yellow rectangle in Fig. 6 indicating the limiting values of ε as represented in Fig. 3, the group is divided into significantly safe subsections, significantly unsafe subsections and subsections that do not fall into either group. The same approach can be used to display the division of the group for the other two dimensions ν and F within their respective limit values, as in Figs 4 and 5.

1 Adopted limit (level) of significance in this paper is 0.05, but 0.01 or some other can also be adopted.

2 The number of circles (subsections) of all colors in Figs 4-6 does not match completely with the listed exact calculated number of circles (subsections) because of complete overlap of a certain number of circles (subsection) with the same values.
In this model, there is a calibration of weight accident factors. In this initial presentation of this model all factors are assumed to be linear (values 0, 1, 2, 3). They can be calibrated as an exponential, which would lead to an expansion of the zone of 'undetermined subsections' or as a logarithm, which would decrease the variance of the heterogenic group of accidents and establish a clearer border between the statistically 'undetermined' and unsafe subsections. A calibration was not done for this initial presentation of the model, and the previously described elementary, linear classification of traffic accidents was maintained. The reason is that this calibration enables a comparative analysis of the elementary conditions of the continual variance analysis with other HSID methods.

3. Discussion with Comparative Analysis

The suggested method SM is based on the frequency of traffic accidents, and because of that, a comparative analysis is completed using only methods that are also based on the frequency of traffic accidents. The same, previously mentioned accident data were used for the period from 2001 to 2011. The method is compared with the following HSID: ranking the frequency of accidents based on the total number of accidents \( CF_1 \); ranking the frequency of accidents with \( \text{PDO} \) \( EPDO_p \) with ordered numerical markings; and ranking the frequency of accidents with only equivalent \( \text{PDO} \) \( EPDO_p \) with a weighted number of accidents (Montella 2010).

3.1. Results of the Comparison with HSID Methods

The identification of potentially dangerous places is completed in accordance with each of the previously mentioned HSID methods. Then, a comparison is made of the significantly safe subsections, whose number is limited to the number of subsections that, according to the suggested methodology, have a significance factor below \( (\alpha < 0.05) \). In this case, 35 subsections are identi-
fied to be the least safe according to the suggested methodology, i.e., using the comparative methods described above. The results of the comparison of the suggested method with the other HSID methods show, to a certain extent, both good and bad overlaps in the number of subsections identified to be potentially least safe. The results of the suggested method mostly match (with 62.9% matching), those of the method for weighting traffic accidents $EPDO_p$ currently used in the Serbia; 28.6% match those for the method using the total number of traffic accidents $CF$, and there is a 54.3% match with the method using the total number of traffic accidents with casualties $CF_1$.

The suggested method, whose input accident data rely on an ordered numerical marking of traffic accidents, largely matches the $EPDO_p$ weighting method (with method $CF_1$ the next closest match), which indicates that the suggested method adequately represents the seriousness of traffic accidents and that it also includes the social costs of traffic accidents.

**Conclusions**

Within this study, a new methodology for the identification of dangerous locations on roads (disjunctive subsections) is presented, which uses the values of mathematical expectations $\varepsilon$ and variance values $\nu$ and $F$ values in a continual analysis of variance – ANOVA. Due to the testing of the proposed hypothesis $H(v_k = V_k)_{\alpha}$, a comparison of the variance values $V$ of each observed subsection $k$ and the variance $\nu$ of its complementary group $K$ played an important role in determining the significance values, whose adopted limit in this paper was $\alpha = 0.05$.

The limiting value for significance was $\alpha < 0.05$, and we can increase or decrease the value if we wish to identify a larger or smaller number of potentially dangerous places. In other words, the problem of the wide zone of ‘undetermined’ subsections is solved by increasing the significance threshold, which shrinks the zone of ‘undetermined’ subsections.

The significantly safe and unsafe subsections are determined based on limiting values of the mathematical expectation $\varepsilon$ and $F$ value for a continual analysis of variance – ANOVA, whose limit values we can also reduce and increase according to predetermined needs.

For the purpose of evaluating the results, the output of the suggested method is compared with four HSID methods. The comparison showed that the number of significant unsafe subsections identified by the suggested method largely matches those of the weighting methods $EPDO_p$ (62.3%), $CF_1$ (54.3%), and $EPDO_n$ (34.3%), and the unweighted method $CF$ (28.6%), which tells us that the suggested method (SM) has potential and can form the basis of a modern method for the identification of unsafe subsections that also accounts for the frequency and severity of accidents. At the same time, the suggested method provides a very good visualization, such as in Figs 3–6, of which subsections are significantly different (safest and most unsafe subsections) and which subsections are not significantly different.

Similar to the research of Bíl et al. (2013), the suggested method illustrated great simplicity regarding the input data necessary for analysis because it uses only the frequency and type of traffic accidents along with the kilometre markings of the road where the accident took place. In addition to the application of the method to rural areas (open roads), there is the possibility for testing, verification and expansion of the model for other roads with different characteristics (roads within city limits, highways, roads reserved for motor vehicles and other roads).

Further development of the presented method needs to be directed towards calibration of the observed numerical values, optimization of the subsection length (the length of subsection influences the variance value) and towards the application of continual analysis of variance for non-disjunction groups of subsections.

Finally, by presenting this method, we wish to attract the attention of other researchers, opening the door for more reliable interpretations and evaluations of the quality of results based on traffic accident frequency in an effort to identify dangerous locations (subsection) on roads.
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