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Abstract. This paper presents multi-criteria warehouses location problem in the logistics network. In order to solve this problem the location model was developed. The limitations and optimization criteria of the model were determined. Optimization criteria refer to transportation costs, costs associated with warehouses, e.g.: local taxes, expenditure on starting the warehouse, the constant costs, the labour force costs, the purchase costs of the additional land for the expansion, the transition costs of the raw material via the warehouses. The final location of warehouse facilities was obtained using a genetic algorithm. The genetic algorithm was developed in order to solve the multi-criteria warehouses location problem. This paper describes the stages of the genetic algorithm i.e. the stage of designating the initial population, the crossover and mutation process, the adaptation function. In this paper, the process of calibration of this algorithm was presented. The results of the genetic algorithm were compared with the random results.

Keywords: genetic algorithm, multi-criteria warehouses location problems, optimization, matrix crossover, adaptation function.

Notations

Variables and functions:

- $V$ – set of numbers of spot elements of the logistic network: suppliers, warehouses, production companies;
- $DS$ – set of numbers of suppliers;
- $\alpha(v)$ – the mapping which assigns the number of elements of the logistic network to object type;
- $MS$ – set of numbers of warehouses;
- $P$ – set of numbers of production companies (recipients);
- $H$ – set of number of types of the raw material;
- $T$ – set of numbers of working days;
- $POI$ – set of types of vehicles of different capacity;
- $D1$ – distance matrix in relations: suppliers – warehouses;
- $D2$ – distance matrix in relations: suppliers – enterprises;
- $D3$ – distance matrix in relations: warehouses – enterprises;
- $D4$ – distance matrix in relations: warehouses – warehouses;
- $DY1$ – distance of the warehouses from the railway infrastructure;
- $DK1$ – distance of the warehouses from the road infrastructure;
- $Q1$ – volume of deliveries from suppliers on a given working day;
- $Q2$ – demand volume of enterprises on particular working days;
- $Q3$ – volume of the raw material, which is stored in the warehouses on a given working day;
- $Q4$ – maximal processing capacity for each warehouse;
- $UMZ$ – minimal volume of the raw material, which decides on selection of the warehouses added to the logistic network;
- $POJZ$ – warehouses capacity;
- $N$ – vehicle capacity in pallet units;
- $VEH$ – number of vehicles of a given capacity, which transport the raw material between particular points of the logistic network;
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Introduction

The problem of warehouses location is an issue that is generally known and widely discussed in the context of decision-making problems, which occur on the stage of constructing the logistic network in any company (Akinc, Khumawala 1977; Brandeau, Chiu 1989; Özcan et al. 2011). The classical issue of warehouse location is defined in literature (Sharma, Berry 2007) as the Capacitated Warehouse Location Problem (CWL). In this class of problems, the structure of the transport and logistics network consists of warehouse facilities and customers. The main objective in the general warehouses location problem is to find such a location of warehouse facilities for which the costs arising from forwarding a specific volume of goods to the customers via warehouses are as low as possible. The transport cost depends on the volume of goods, which are carried between warehouses and customers and also on the distance between them, and hence it is also necessary to set out volumes of carried goods. Limitations, on the other hand, arise from satisfying the needs of all customers and the capacitive limit for the dispatch of goods from the given warehouse facility. If no capacity limitation is imposed, an uncapacitated warehouse location problem is considered (Khumawala 1973).

The warehouses location problem depends on the complexity of the logistics network. The logistic network is a set of elements (items): suppliers, manufacturers, recipients, etc., which are linked with each other in a diverse way (the direct or indirect relationships between facilities). Depending on the number of intermediate points on the transport route, the network structure may be single-level (Özcan et al. 2011) (the direct relationship: suppliers – re-

KZP – the unit cost of fuel;
KZ – transition costs of the raw material via the warehouses;
C – transport costs of load unit per distance unit between particular facilities of the logistic network;
JKM – storage costs;
KLZ – taxes in the place of warehouse’s location;
KLZ1 – expenditure on starting the warehouse in a given location;
KLZ2 – the running costs for each warehouse;
KLZ3 – the labour force costs for each warehouse;
KLZ4 – the purchase costs of the additional land for the expansion;
Y11 – the decision variable determines the volume of cargo, which flows between suppliers – warehouses;
Y12 – the decision variable determines the volume of cargo, which flows between suppliers – production companies;
Y13 – the decision variable determines the volume of cargo, which flows between warehouses – production companies;
Y14 – the decision variable determines the volume of cargo, which flows between warehouses – warehouses;
Y1 – the decision variable determines the warehouse location;
F1(Y11,Y12,Y13,Y14) – the criterion of transportation costs between the facilities of the logistic network;
F2(Y11,Y14) – the criterion of the transition of the raw material via the warehouses;
F3(Y11,Y12,Y13,Y14) – the criterion of the fuel costs;
F4(Y1) – the criterion of the additional costs associated with warehouses, e.g.: local taxes;
F5(Y1) – the criterion associated with the distance of warehouses from the railway infrastructure;
F6(Y1) – the criterion associated with the distance of warehouses from of road infrastructure;
M(t,h) – the structure of the chromosome;
F(k,t,h) – the adaptation function;
F1min – the minimum value of the criterion function
F1(Y11,Y12,Y13,Y14) from the whole population in a given iteration of algorithm;
F1(k,t,h) – the value of the criterion function
F1(Y11,Y12,Y13,Y14) for k – the structure of the chromosome;
F2min – the minimum value of the criterion function
F2(Y11,Y14) from the whole population in a given iteration of algorithm;
F2(k,t,h) – the value of the criterion function
F2(Y11,Y14) for k – the structure of the chromosome;
F3min – the minimum value of the criterion function
F3(Y11,Y12,Y13,Y14) from the whole population in a given iteration of algorithm;
F3(k,t,h) – the value of the criterion function
F3(Y11,Y12,Y13,Y14) for k – the structure of the chromosome;
F4min – the minimum value of the criterion function
F4(Y1) from the whole population in a given iteration of algorithm;
F4(k,t,h) – the value of the criterion function
F4(Y1) for k – the structure of the chromosome;
F5min – the minimum value of the criterion function
F5(Y1) from the whole population in a given iteration of algorithm;
F5(k,t,h) – the value of the criterion function
F5(Y1) for k – the structure of the chromosome;
F6min – the minimum value of the criterion function
F6(Y1) from the whole population in a given iteration of algorithm;
F6(k,t,h) – the value of the criterion function
F6(Y1) for k – the structure of the chromosome;
DIV(t,h) – the matrix, which comprises rounded up average values from both parents;
REM(t,h) – the matrix, which contains the information whether the rounding up was indeed necessary.
The problem of warehouse situation may be generally reviewed from two basic viewpoints. The first one concerns selecting the place where a new warehouse is to be erected (Akinc, Khumawala 1977; Sharma, Berry 2007). Basically, in such a case potential locations for the construction of a new warehouse are determined. The second aspect includes a review of the selection of warehouse locations from the already existing facilities, which points to a reconfiguration of the logistic network for various types of enterprises (Jacyna-Gołda 2013).

The warehouse location problem in the logistics network is multi-criteria optimization problem that depends on quantitative and qualitative criteria. In this issue, the following criteria may be distinguished (Jacyna-Golda et al. 2016; Demirel et al. 2010):

- **Costs**: labour costs, transportation costs, storage costs, taxes. Labour costs change with respect to the life conditions at alternative locations. Transportation cost depends on the size of the cargo transported between facilities of the logistics network, distances between the warehouse and facilities within the network. Storage costs and taxes are different according to the regions.

- **Labour characteristics**: skilled labour and availability of labour force. This criterion determines the state of qualified labour at a given location. Skilled labour defines the personnel with appropriate qualities to perform work. The skilled labour and availability of labour force may be different according to the regions.

- **Infrastructure**: existence of modes of transportation, quality and reliability of modes of transportation. Existence of modes is understood as the availability of different transportation types in the given location, e.g. railway. Quality and reliability of modes of transportation refers to timely deliveries.

- **Market**: proximity to customers, suppliers or producers. These factors in large degree influence the transportation costs.

The presented criteria emphasis the complexity of the problem arising from location of storage facilities and in a certain way determine the application of the multi-criteria decision-making assistance in selection of the optimum solution (Wasik et al. 2016; Dey et al. 2016; Merkisz-Guranowska, Pielecha 2014; Zieja et al. 2015; Golda, Mancerowski 2014; Jacyna 1999; Jacyna, Wasik 2015; Podviezko 2012). The multi-criteria decision-making problem of warehouses location is solved by TOPSIS, ELECTRE, Grey Theory methods (Ozcan et al. 2011), fuzzy logic (Dey et al. 2016) or Choquet integral (Demirel et al. 2010).

The most frequently used method of solving single-criterion location problems in available literature is the method of distance minimising, which is also called network grid method or the gravity method. Drawbacks of the smallest distance method comprise the following:

- Lack of possibility of concurrent determination of location areas for several planned warehouse facilities (single-facility method);
- Possibility of taking only a single criterion into account (single-criteria method);
- Lack of possibility of taking into account the actual course of transport routes (windy roads or location of bridges);
- Considerable likelihood of finding a solution that is extremely difficult to interpret (e.g. obtaining location of a facility on the nature reserve site, on a densely built-up land, on a large lake – where at the edge of an inadmissible land the planned facility is to be erected in such a situation).

The main aim of this article is to develop the tool, which may be used in the multi-criteria warehouses location problem in the logistic network. In order to solve the multi-criteria warehouses location problem the genetic algorithm was developed. The application of the genetic algorithm in the multi-criteria warehouses location problem was dictated by the fact that the authors do not find the application of this algorithm in the examined multicriteria problem. Genetic algorithms belong to a group of heuristic algorithms, which do not guarantee the optimal solution, but only close to the optimal solution so-called sub-optimal. Despite this inconvenience genetic algorithms are a practical tool for optimization and are used in a variety of complex decision problems, e.g. vehicles routing problems (Szczepański et al. 2014; Lewczuk 2015), single-criteria warehouses location problem (Izdebksii et al. 2016). The complexity of the problem of locating warehouse facilities limits the use of accurate methods to find optimal solutions and allows to accept sub-optimal solutions.

### 1. Formulation of the problem

For mathematical formulation of the problem, the following assumptions are made:

- The mathematical model of warehouses location refers to the logistic network which consists of suppliers, warehouses and production companies (recipients);
- The suppliers provide different types of the raw material to the production companies on a given working day;
- The production capacity of suppliers on a given working day meet the needs of production companies.

In accordance with above list of assumptions proposed optimization task takes the following form:

\[ V = \{ v : v = 1, 2, \ldots, V', \ldots, V \} \]

\[ \alpha(v) = \{ 0, 1, 2 \} \]
- \( DS = \{ v : \alpha(v) = 0 \text{ for } v \in V \} \);
- \( MS = \{ v : \alpha(v) = 1 \text{ for } v \in V \} \);
- \( P = \{ v : \alpha(v) = 2 \text{ for } v \in V \} \);
- \( H = \{ 1, \ldots, h, \ldots, H \} \);
- \( T = \{ 1, \ldots, t, \ldots, T \} \);
- \( POJ = \{ 1, \ldots, poj, \ldots, POJ \} \);
- \( D1 = [d1(v,v') : d1(v,v') \in R^+, v \in DS, v' \in MS] \);
- \( D2 = [d2(v,v') : d2(v,v') \in R^+, v \in DS, v' \in P] \);
- \( D3 = [d3(v,v') : d3(v,v') \in R^+, v \in MS, v' \in MS] \);
- \( D4 = [d4(v,v') : d4(v,v') \in R^+, v \in MS, v' \in MS] \);
- \( DY1 = [dty(v) : v \in MS] \);
- \( DK1 = [dtk1(v) : v \in MS] \);
- \( Q1 = [q1(v,h,t) : q1(v,h,t) \in R^+, v \in DS, h \in H, t \in T] \);
- \( Q2 = [q2(v,h,t) : q2(v,h,t) \in R^+, v \in P, h \in H, t \in T] \);
- \( Q3 = [q3(v,h,t) : q3(v,h,t) \in R^+, v \in MS, h \in H, t \in T] \);
- \( Q4 = [q4(v,h,t) : q4(v,h,t) \in R^+, v \in MS, h \in H, t \in T] \);
- \( UMZ = [\delta(v,h) : \delta(v,h) \in R^+, v \in MS, h \in H] \);
- \( POJZ = [pojz(v) : pojz(v) \in R^+, v \in MS] \);
- \( N = [n(po) : n(po) \in R^+, po \in POJ] \);
- \( VEH = [veh(v,v',po) : veh(v,v',po) \in R^+, v,v' \in V \times V, po \in POJ] \);
- \( KZP = [kzp(po) : kzp(po) \in R^+, po \in POJ] \);
- \( KZ = [kz(v,h) : kz(v,h) \in R^+, v \in MS, h \in H] \);
- \( C = [c(v,v',h) : c(v,v',h) \in R^+, v,v' \in V \times V, h \in H] \);
- \( JKM = [jkm(v,h) : jkm(v,h) \in R^+, v \in MS, h \in H] \);
- \( KLZ = [klz(v) : klz(v) \in R^+, v \in MS] \);
- \( KLZ1 = [klz1(v) : klz1(v) \in R^+, v \in MS] \);
- \( KLZ2 = [klz2(v) : klz2(v) \in R^+, v \in MS] \);
- \( KLZ3 = [klz3(v) : klz3(v) \in R^+, v \in MS] \);
- \( KLZ4 = [klz4(v) : klz4(v) \in R^+, v \in MS] \),

one should find the values of decision variables:

- \( Y11 = [y11(v,v',h,t) : y11(v,v',h,t) \in R^+, v \in DS, v' \in MS, h \in H, t \in T] \);
- \( Y12 = [y12(v,v',h,t) : y12(v,v',h,t) \in R^+, v \in DS, v' \in P, h \in H, t \in T] \);
- \( Y13 = [y13(v,v',h,t) : y13(v,v',h,t) \in R^+, v \in MS, v' \in P, h \in H, t \in T] \);
- \( Y14 = [y14(v,v',h,t) : y14(v,v',h,t) \in R^+, v \in MS, v' \in MS, h \in H, t \in T] \);
- \( Y1 = [y1(v) : y1(v) \in \{0,1\}, v \in MS] \)

with the constraints:

- The production capacity of suppliers cannot be exceeded – suppliers can provide the raw material directly to the recipients or indirectly by the warehouses:
  \[
  \forall v \in DS, \forall h \in H, \forall t \in T \quad y11(v,v',h,t) + \\
  \sum_{v \in MS} y12(v,v',h,t) \leq y1(v), \quad (1)
  \]

- Recipients demands must be met – the raw material can flow to the recipients from suppliers or warehouses:
  \[
  \forall v' \in P, \forall h \in H, \forall t \in T \quad y13(v,v',h,t) + \\
  \sum_{v \in MS} y14(v,v',h,t) = y1(v), \quad (2)
  \]

- Warehouses capacity cannot be exceeded – the raw material can flow to the warehouses from suppliers or other warehouses:
  \[
  \forall v' \in P, \forall h \in H, \forall t \in T \quad \\
  \sum_{heH} \sum_{heDS} y11(v,v',h,t) + \\
  \sum_{heH} \sum_{heMS,v \neq v'} y14(v,v',h,t) + \\
  \sum_{h \in H} q3(v,h,t) \leq pojz(v'), \quad (3)
  \]

- The raw material flowing out from the warehouse cannot exceed the sum of the volume of the raw material which is stored in these warehouses and the volume of the raw material which flows into the warehouse:
  \[
  \forall v \in MS, \forall h \in H, \forall t \in T \quad \\
  \sum_{v \in P} y13(v,v',h,t) + \\
  \sum_{heH} \sum_{heMS,v \neq v'} y14(v,v',h,t) + \\
  \sum_{h \in H} q3(v,h,t) \leq pojz(v'), \quad (3)
  \]
\[
\sum_{v' \in MS, v \neq v'} y_{14}(v, v', h, t) \leq q_3(v, h, t) + \sum_{v' \in DS} y_{11}(v', v, h, t) + \\
\sum_{v' \in MS, v \neq v'} y_{14}(v', v, h, t); \quad (4)
\]

- The maximal processing capacity of warehouses cannot be exceeded:
\[
\forall v \in MS, \forall h \in H, \forall t \in T \\
\sum_{v \in DS} y_{11}(v, v', h, t) + \\
\sum_{v' \in MS, v \neq v'} y_{14}(v, v', h, t) \leq q_4(v, h, t); \quad (5)
\]

- The minimal stream of the raw material flowing into the warehouses decides about the choice of those warehouses to the logistic network:
\[
\forall v \in MS, \forall h \in H, \forall t \in T \\
\sum_{v \in DS} y_{11}(v, v', h, t) + \\
\sum_{v' \in MS, v \neq v'} y_{14}(v, v', h, t) \geq \delta(v', h), \quad (6)
\]

which minimize the following criteria functions:
- The criterion of transportation costs between the facilities of the logistic network:
\[
F_1(Y_{11}, Y_{12}, Y_{13}, Y_{14}) = \\
\sum_{v \in DS} \sum_{v' \in MS} \sum_{h \in H} \sum_{t \in T} y_{11}(v, v', h, t) \times \\
d_1(v, v') \cdot c(v, v', h) + \\
\sum_{v \in MS} \sum_{v' \in P \in H} \sum_{t \in T} y_{12}(v, v', h, t) \times \\
d_2(v, v') \cdot c(v, v', h) + \\
\sum_{v \in MS} \sum_{v' \in P \in H} \sum_{t \in T} y_{13}(v, v', h, t) \times \\
d_4(v, v') \cdot c(v, v', h) \rightarrow \min; \quad (7)
\]

- The criterion of the transition of the raw material via the warehouses:
\[
F_2(Y_{11}, Y_{14}) = \\
\sum_{v \in DS} \sum_{v' \in MS} \sum_{h \in H} \sum_{t \in T} y_{11}(v, v', h, t) \times \\
k_{z}(v', h) + \\
\sum_{v \in MS} \sum_{v' \in MS} \sum_{p \in P} \sum_{h \in H} \sum_{t \in T} y_{14}(v, v', h, t) \times \\
k_{z}(v', h) \rightarrow \min; \quad (8)
\]

- The criterion of the fuel costs – suppliers implement the transport of raw materials directly to the company, indirectly to warehouses and from warehouses to the company. The total length of route is determined on the basis of the number of courses between facilities:
\[
F_3(Y_{11}, Y_{12}, Y_{13}, Y_{14}) = \\
\sum_{t \in T} \sum_{v \in DS} \sum_{v' \in P \in POJ} \sum_{h \in H} \sum_{t \in T} y_{12}(v, v', h, t) \times \\
\left[ \frac{\sum_{h \in H} n_{(poj)}}{veh(v, v', poj)} \right] - 1 \times \\
d_2(v, v') \cdot k_{zp}(poj) + \\
\sum_{t \in T} \sum_{v \in MS} \sum_{v' \in MS} \sum_{p \in POJ} \sum_{h \in H} \sum_{t \in T} y_{11}(v, v', h, t) \times \\
\left[ \frac{\sum_{h \in H} n_{(poj)}}{veh(v, v', poj)} \right] - 1 \times \\
d_1(v, v') \cdot k_{zp}(poj) + \\
\sum_{t \in T} \sum_{v \in MS} \sum_{v' \in MS} \sum_{p \in POJ} \sum_{h \in H} \sum_{t \in T} y_{13}(v, v', h, t) \times \\
\left[ \frac{\sum_{h \in H} n_{(poj)}}{veh(v, v', poj)} \right] - 1 \times \\
d_3(v, v') \cdot k_{zp}(poj) \rightarrow \min; \quad (9)
\]

- The criterion of the additional costs associated with warehouses, e.g.: local taxes, expenditure on starting the warehouse, the constant costs, the labour force costs, the purchase costs of the additional land for the expansion:
\[
F_4(Y_{12}) = \\
\sum_{v \in MS} y_{1}(v) \cdot (k_{z}2(v) + k_{z}21(v) + \\
k_{z}2(v) + k_{z}23(v) + k_{z}24(v)) \rightarrow \min; \quad (10)
\]

- The criterion associated with the distance of warehouses from the railway infrastructure:
\[
F_5(Y_{11}) = \sum_{v \in MS} y_{1}(v) \cdot d_{y1}(v) \rightarrow \min; \quad (11)
\]

- The criterion associated with the distance of warehouses from of road infrastructure:
\[
F_6(Y_{11}) = \sum_{v \in MS} y_{1}(v) \cdot d_{k1}(v) \rightarrow \min; \quad (12)
\]
2. Genetic algorithm for multi-criteria warehouses location problem

A genetic algorithm was used to determine the volume of the raw material, which flows between particular facilities in the network. On the basis of this volume, taking into account the constraints (1)–(6) and the criterion functions (7)–(12), the warehouse's location is determined. To form a genetic algorithm it is advisable to define the chromosome structure, the adaptation function, cross-linking process and mutation (Michalewicz 1996). The crossover process and mutation are reiterated a given number of times, until the stop condition has been achieved. A condition for stop in the developed algorithm is the fixed iterations number. In the selection process, the roulette method was adopted, while the process of cross-linking and mutation occurs with a defined likelihood set at the beginning of functioning of an algorithm. In order to prevent early convergence of the algorithm linear scaling was used (Goldberg 2003).

2.1. Chromosome structure

The structure of input data was presented as matrices $M(t, h)$, which present the flow of the raw materials between particular elements of the logistics network on a given working day. Lines and columns of those matrices define facilities of the logistic network structure. In order to determine the flow of the raw material, lines were defined as the starting points from which the raw material flows out to the other facilities. Matrix cells are located in the following sequence: suppliers, warehouses and production companies. The graphical representation of the matrix structure $M(t, h)$ with sample volumes was shown on Figure 1 (DS – suppliers, MS – warehouses, P – recipients–production companies). On the basis of volumes in the matrix $M(t, h)$, all criterion functions presented in the chapter 1 can be calculated, e.g. the decision variable which determines the raw material flow between DS1 and MS1 takes the value 7 and consequently the binary decision variable for the warehouse MS1 takes the value 1.

The key issue is to determine the correct structure processed by the algorithm that would meet limitations of the mathematical model. The steps of the procedure, which designates the initial structure for the first working day ($t = 1$) and the first type of the raw material ($h = 1$) can be presented as follows:

- **Step 1:** setting the values of all cells of the matrix on 0. This value determines the connections for which it is not possible to transport the raw material, e.g. between suppliers.
- **Step 2:** randomly designating the values of cells for connections: suppliers – warehouses (DS1 (the row), MS1 (the column) – DS2 (the row), MS3 (the column)), Figure 2. The values of cells must meet the restrictions: the production capacity of suppliers (1) and warehouses capacity (3) cannot be exceeded. Among those constraints, the minimum value is selected. The value with the range of zero to this minimum value is randomly selected and put in the cells of the matrix. It should be remembered that in each cell the production capacity of suppliers and warehouses capacity need to be actualized.
- **Step 3:** checking the volumes of the raw material, which flows into the warehouses, e.g. the warehouse MS1 (the column) after the step 2 contains 12 raw materials. In this step, the constraints are checked: the maximal processing capacity (5) and the minimal stream of the raw material flowing into the warehouses (6). In case when one of these constraints is not fulfilled, the whole column for the given warehouse takes the value 0.
- **Step 4:** randomly designating the values of cells for the connections: warehouses – production companies (MS1 (the row), P6 (the column) – MS3 (the row), P7 (the column)). In this step, the constraints are checked: the raw material flowing out from the warehouses cannot exceed the volume of the raw material, which is stored in these warehouses (4) and the flow of the raw materials between warehouses and the recipients must be lower than recipients demand or equal (13). The constraint (13) was introduced for need of constructing the matrix $M(t, h)$:

\[
\forall v' \in P, \forall h \in H, \forall t \in T \sum_{v \in MS} y_{13}(v, v', h, t) \leq q_2(v, h, t)
\]

The cells of the matrix are complemented in the following way. At the beginning the value of the raw material in each warehouse must be designated, e.g. this value in the warehouse MS1 (the column) is equals 12. Next the demand of companies must be determined, e.g. 40 for P6. The next step is to select the minimal value from 12 and 40. The value with the range of zero to this minimum value is randomly selected and put to the cell MS1, P6 of the matrix. Other cells are designated in the same way remembering that the volume of the raw materials in the warehouses and the demand of companies must be actualized.

- **Step 5:** designating the values of cells on the connections: suppliers – production companies (DS1 (row),

<table>
<thead>
<tr>
<th>DS1</th>
<th>DS2</th>
<th>MS1</th>
<th>MS2</th>
<th>MS3</th>
<th>P6</th>
<th>P7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 1. The structure of the chromosome (source: research by the authors)
$P6$ (the column) – $DS2$ (the row), $P7$ (the column)). In this step, the constraints are checked: recipient's demand must be met (2) and the production capacity of suppliers cannot be exceeded (1). If the recipient's demand was met in the step 4 all cells take the value 0. Designating the values of cells in a random way is not correct because this way does not guarantee the solution, which meets the demands of all companies. In this case, the cells are designated in the following way. At the beginning the deliver and the company are selected in a random way, e.g. $D1$ (the deliver) and $P6$ (the company). The next step is to select the minimum value from values: the current demand of the company and production capacity of suppliers. This step is repeated until the demands of all companies are met.

- **Step 6:** randomly designating the values of cells for the connections: warehouses – warehouses $MS1$ (the row), $MS1$ (the column) – $MS3$ (the row), $MS3$ (the column)). In this step, the constraints are checked: warehouses capacity (3) cannot be exceeded. The volume of raw materials is selected in a random way with the range from zero to current stock status, e.g. in order to transport the raw materials from $MS1$ to $MS2$ the number within the range 0 to 12 must be selected. It is assumed that the transport of the same raw materials occurs only in one direction. In this situation, one of the two parts of the matrix is filled out (over or under the diagonal).

It should be emphasized that the presented process of generating the initial matrix is valid for the situation in which the production capacity of suppliers must be larger than recipients demand and warehouses capacity. For other types of the raw material, the matrices should be generated in the same way remembering that the capacity of the warehouses must be actualized for each type of the raw material. This process needs to be repeated for each working day taking into account the volume of the raw material, which was stored in the warehouses on previous days.

### 2.2. Adaptation function

On the basis of the adaptation function the genetic algorithms designate the final solution. The genetic algorithms look for the maximal solution. In order to take into account the mentioned aspect and different criterion functions the adaptation function for $k$ – the structure of matrix $M(t, h)$ must take the following form ($K = \{1, \ldots, k, \ldots, K\}$ – set of structures $M(t, h)$ in the population):

$$F(k, t, h) = F_{1\min} + F_{2\min} + F_{3\min} + F_{4\min} + F_{5\min} + F_{6\min} \rightarrow \max.$$  \hspace{1cm}(14)

All decision variables can be read with the matrix. In order to be able to add the values of all criterion functions the adaptation function needs to be presented as the sum of quotients where e.g.: $F_{1\min}$ determines the structure of the minimum value of the criterion function from the whole population in a given iteration of algorithm, $F_{1}(k, t, h)$ determines the value of criterion function for $k$ – the structure of matrix $M(t, h)$. The function $F_{1}(k, t, h)$ will reach the maximum value in the case where each function, e.g. $F_{1}(k, t, h)$ will reach $F_{1\min}$, $F_{2}(k, t, h)$ will reach $F_{2\min}$ and so on. If the criterion function, e.g.: $F_{1}(k, t, h)$ looks after the maximum value, then the function $F(k, t, h)$ will be looking after the minimum value when the numerator determines the structure of the maximum value from the whole population.

![Figure 2. The crossover process (source: research by the authors)](image-url)
2.3. Crossover operator

The crossover operator is adequate to the adopted matrix structure. To implement the crossover process for each day \( t \) and for each type \( h \), two matrices are developed: \( \text{DIV}(t,h) \) and \( \text{REM}(t,h) \). Assuming that the value of matrices \( M1(t,h) \) and \( M2(t,h) \) (parents) in all cells assume determination \( m_{v,v',t,h}^1 \), \( m_{v,v',t,h}^2 \) values of elements of matrices \( \text{DIV}(t,h) \) and \( \text{REM}(t,h) \) are calculated from the following dependencies:

\[
div_{v,v',t,h} = \frac{m_{v,v',t,h}^1 + m_{v,v',t,h}^2}{2};
\]

\[
\text{rem}_{v,v',t,h} = \frac{m_{v,v',t,h}^1 + m_{v,v',t,h}^2}{\text{mod}2}.
\]

The full description of the crossover operator process was presented in (Michalczelewski 1996) and presented in a graphical way to Figure 2. The values with the matrix \( \text{REM} \) are added to the matrix \( \text{DIV} \). As a result, of this operation two new structures are developed. The applied crossover operator guarantees the correctness of individuals following a completed crossover, without the necessity of using repair algorithms.

2.4. Mutation operator

The operation rule of mutation operator consists of sampling of two figures \( p \) and \( q \) from the range: \( 2 \leq p \leq k \) and \( 2 \leq q \leq n \), which determine the number of lines and columns of a sub-matrix with dimensions \( p \times q \) (\( k \) – number of lines in the main matrix (processed by the algorithm), \( n \) – number of columns in this matrix). The generated matrix is modified in such a way that the total value in columns and lines before and after the modification process is not changed. The detailed mutation process has been outlined in (Michalewicz 1996) and in a graphical way it was presented on Figure 3.

The final effect of the genetic algorithm is matrix \( M(t,h) \) for one type of the raw material \( (h = 1) \) and one day of work \( (t = 1) \). For other types of the raw material and days another matrices must be designated. The final matrix for a given working day is the matrix which contains the sum of the value of each matrix \( M(t,h) \) for all types of the raw materials. On the basis of this matrix, the warehouses location is determined for a given working day.

3. Implementation of genetic algorithm

The first step of implementation of the genetic algorithm was to find the set of the best parameters, which characterizes this algorithm. The following combinations of parameters were analysed: \( p_{\text{cross}} \) – crossover parameter, \( p_{\text{mut}} \) – mutation parameter (Table 1). The number of iterations was set to 200. The linear scaling factor for the genetic algorithm accordance with the recommendations of the literature (Goldberg 2003) assumes the value 2.0. The adaptation function (14) was multiplied by the value 10000 in order to clearly present its results. The genetic algorithm was implemented by the use of the sample data input. One type of the raw material was took into account during implementation of the algorithm.

The graphical presentation of the results of tests of parameters was shown on Figure 4.
The results of all tests of parameters for the raw material was presented in Table 2.

Based on the results from Table 2, the optimal parameters were designated (test 14 – $p_{\text{cross}} = 0.8$, $p_{\text{mut}} = 0.05$). Different flow of the raw materials in the network was determined by the use of those parameters. In order to verify the correctness of the genetic algorithm (AG), its results were compared with random values (AL). The genetic algorithm in each case generated a better solution than the random algorithm. The results are shown in Table 3.

**Conclusions**

The multi-criteria decision support in choosing the efficient location of warehouses in the logistic network is based on the work of the genetic algorithm.

The optimal results generated by the algorithm depend on many parameters, e.g.: mutation, crossover, the number of iterations or the size of the population. The selection of these parameters takes place in a random way.

In the implementation of the genetic algorithm, the different combinations of these parameters were examined, e.g.: 200 chromosomes (structures), 100 iterations. It should be emphasized that the generated solution by the genetic algorithm is sub-optimal. In spite of this, the speed of the algorithm is its advantage.

Further research in the context of the genetic algorithm and multi-criteria warehouse location problem will be conducted taking into account random character of transport process, e.g. random input data can be generated by the use of the artificial neural network.

The developed algorithm can be used in production companies to develop the driver’s working schedules, the minimal number of vehicles, which realize given transportation tasks.

This algorithm cannot be used in the production companies in which time windows of delivery are determined.

The processes occurring in the production companies are the dynamic processes. For this reason, the genetic algorithm must be started several times depending on recipients demands, warehouses capacities. In this case, the calculation speed plays the huge role what underlines utility of this algorithm in the production companies.
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