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Abstract. Th e present article dwells upon the Information System (IS) of Latvian railways providing the analysis 

of the queuing system (QS) used to removing defects occurring in the infi nite linear queuing system. Th e author of the 

article analyzes research data about the failures of system functioning in order to establish the parameters of the before 

mentioned system and other information systems used by Latvian railways.

Th e structure of accidents happening in the informative systems and the removal of possible defects are re-

searched. Th e present investigation provides evidence that substantiates a Markov hypothesis about the peculiarities 

of IS service.

Th e author also examines the organizational structure of IS taking into consideration the level of the danger 

of possible accidents. Th e statistics of the failures of IS relates to the statistics of accidents that might happen to 

rolling stock.
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1. Introduction

Th e author of the published article provides an insight 
into the process of exploiting the Information System 
(IS) by Latvian railways and analyzes the situation in 
terms of the queuing system (QS) functioning. Diff er-
ent approaches to investigating this problem, for exam-
ple, the method of calculating the medium indicators of 
system functioning are developed. Th e applied method 
enables to analyze emergency situations such as a ran-
dom increase in the intensity of a local stream of queries 
that involves using reserve possibilities of QS.

In the process of investigating the functioning of 
IS, the author has found out that diff erent subsystems of 
IS randomly break and require the removals of nascent 
defects.

Th e defects happen quite rarely and are quickly re-
moved. Th us, no necessity arises to make customers to 
wait for the service of queries.

Th e received query on repairing the functioning of 
IS has been immediately accepted and served. Th e au-
thor of the paper has chosen the infi nite linear queuing 
system as the basis for research. Th e system will serve as 
the model for analyzing the exploitation of IS (Ganesh 
et al. 2004). Th e above mentioned source has stated that 
the received queries are immediately removed and a lack 
of service channels is never felt.

Th e infi nite linear system always satisfi es the needs 
of its clients. Th us, its relative carrying capacity, i.e. the 

part of the served queries from a number of receiving 
one is equals to 1.

Th e present research focuses on distributing the 
number of the busy channels of such system and the 
statistical results of its medium.

Th erefore, the author analyzes IS as a source of the 
queries for removing defects in the infi nite linear queu-
ing system. For establishing the parameters of such sys-
tem, the researcher should analyze the actual data about 
the failures of the functioning of some informational 
systems used by Latvian railways.

Th e author of the article goes into the structure 
of failures that may happen in the functioning of the 
informative systems and the removal of such defects. 
Th e undertaken research is meant for supporting the 
hypothesis proposed by Markov, exactly, the hypothesis 
about the peculiarities of IS service.

Th e author also examines the organizational struc-
ture of IS taking into consideration the level of the dan-
ger of possible accidents. Th e statistics of the failures of 
IS relates to the statistics of accidents that might happen 
to rolling stock.

2. Quantitative and Qualitative Analysis 
of the Incoming Queries

First, in order to investigate QS, it is necessary to defi ne 
the qualitative and quantitative peculiarities of the incom-
ing queries. Th erefore, a book of recorded failures that 



happened to IS in the period from 2004 to 2007 is used. 
Th e facts listed in the registration book contain informa-
tion about the dates and times of accidents, the category of 
danger caused by failure, the time required for its removal 
and the name of a subsystem where failure occurred.

Considering the dates of incidents t, the series of 
time intervals τI = ti – ti–1 existing between the queries 
about service containing observations n = 223 were 
constructed. Th e obtained data was grouped accord-
ing to the duration of intervals between the queries and 
transferred to group 18. Th e results of grouping are il-
lustrated in Fig. 1 and Table 1 (the borders of intervals 
are counted in accordance with time duration: 24 hours 
or it can be also defi ned as a day).

Fig. 1 demonstrates that the most effi  cient type of 
distributing the duration of intervals between the que-
ries is exponential distribution,
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where: λ – the distribution of parameter; t – time.
Th e parameter λ of this distribution can be achieved 

according to the following statement: the medium re-
sult is exponential to the distributed casual result (Gray 
1988).

1
M T =⎡ ⎤⎣ ⎦ λ

,  (2)

where: M[T] denotes the amount of time intervals be-
tween the queries.

Furthermore, the statistics of research provides the 
estimation of the medium length of intervals between 
the queries:
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where: τi  – time interval between the queries; n  – the 
number of observations.

Th us, we obtain the following result:

1
0.185failures day .

5.41
λ ≈ =  (4)

Th us, a hypothesis about the type of distributing 
the intervals between the queries is proved and the fre-
quency of this distribution is counted. Exactly, the fre-
quency of using this fi gure in the chosen intervals was 
investigated:
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where: ni – the frequency of observations used in group-

ing intervals; n  – the number of observations used in 

grouping intervals

A theoretical possibility of agreement between the 

exponentially distributed casual result and parameter 

0.185 and its appropriateness for pi are calculated to se-

lect the criterion.
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where: pi – the calculated possibility of agreement be-

tween random variable T and interval grouping.

Data on the made calculation is presented in Table 1.

Th e value of selective criterion 2χ  equals 30.5 

which is less than the result of distribution, 2
0.99 (16) 32χ ≈

 
. 

Th us, when the level of signifi cance is 0.01, the following 

hypothesis is proved: time interval between the queries 

is distributed according to the model law with param-

eter 0.185. Th erefore, the process of the incoming que-

ries from IS can be described by the term poisson, i.e. 

random ordinary incoming queries without any conse-

quences.

Th e conducted research analyzes the frequency of 

failures occurring in IS in order to investigate the invari-

ance of the incoming queries (Fig. 2). Th e records about 

the failures happening in IS were grouped according to 

the months and levels of complications caused by them. 

Fig. 1. Th e amount of accidents considering the intervals 

between the queries (time duration: twenty four hours)
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Table 1. Th e borders of intervals in days (time duration: 

twenty four hours)

No Interval ni hi pi

1 0–1 59 0.265 0.169

2 1–2 33 0.148 0.140

3 2–3 21 0.094 0.117

4 3–4 18 0.081 0.097

5 4–5 15 0.067 0.081

6 5–6 8 0.036 0.067

7 6–7 11 0.049 0.056

8 7–8 8 0.036 0.046

9 8–9 3 0.013 0.038

10 9–10 4 0.018 0.032

11 10–11 6 0.027 0.027

12 11–12 3 0.013 0.022

13 12–13 4 0.018 0.018

14 13–14 6 0.027 0.015

15 14–15 3 0.013 0.013

16 15–17 5 0.022 0.019

17 17–20 6 0.027 0.018

18 >20 10 0.045 0.025



Th e majority of accidents were categorized as the fi rst 
level ones, and therefore it was not necessary to conduct 
diff erentiation considering levels.

Th e analysis of time series has shown the absence of 
a seasonal component of accident frequency and auto-
correlation has been discovered within the limits of the 
level of white noise in all lags (Fig. 3).

However, the analysis of daily fl uctuations in the 
intensity of failures has shown a signifi cant interrelation 
between the frequency of failures in IS and daytime. Th e 
author of research has prepared statistics on daily fl uc-
tuations in the frequency of failures having grouped the 
records provided in the registration book according to 
the hours the accidents happened within the time period 
from 2004 to 2007 (see Fig. 4).

Fig. 4 illustrates that the majority of failures occur 
in the morning and aft ernoon hours and make 53% of 
all failures happening from 7.00 a.m. to 2.00 p.m. Th e 
highest intensity of IS load is observed at 8.00 a.m. and 
at the midday. A local increase in the intensity of the 
load in the evening and night hours is observed at mid-
night.

Th us, the queries about the removal of failures that 
appear in IS vary during daytime. Designating through 
the h(t) part the numbers of failures during an hour 
from t till t +1 in the general amount of failures, one 
can defi ne the intensity of the queries during daytime 
as λ(t) = λ×h(t).

Th e researcher may analyze the instability of the 
queries from two diff erent angles which should be done 
to evaluate the functioning of IS. On the one hand, 
daily fl uctuations in intensity can be ignored. In this 
case, there should be counted the average intensity of 
the queries occurring at diff erent daytime. Th is approach 
allows getting though a simple but approximate model 
of the queuing system. On the other hand, it is possible 
to divide daytime into several temporal intervals that 
are to be characterized by the permanent intensity of 
the queries. Th en, the functioning of the system should 
be analyzed separately in accordance with each of these 
intervals. Th is approach is recommended in the case of 
applying the fl exible regime of managing resources used 
for the queuing system.

Unexpected result was obtained analyzing the reg-
istration book records on the subsystems of IS that cause 

diff erent failures. Th e carried out research discovered 
that the majority of failures was caused by three sub-
systems of railway IS  – the automated control system 
of stations SAVS, the automated system of the operative 
management of transportations APOVS as well as by 
the system analyzing the incomes of freight traffi  c and 
calculations with clients APIKS (Fig. 5). Th e subsystems 
EXPRESIS and INTERREPORT also cause a number of 
problems.

Fig. 2. Th e series of failures in IS considering time periods (number of failures by month, 2004–2007)

Fig. 3. A correlogram of the time series of failures in IS 

(Melikyan 2007)

Fig. 4. Th e frequency of failures in IS considering hours (%)

0

4

8

12

16

20

Ap
r-

04

Ju
n-

04

Au
g-

04

O
ct

-0
4

D
ec

-0
4

Fe
b-

05

Ap
r-

05

Ju
n-

05

Au
g-

05

O
ct

-0
5

D
ec

-0
5

Fe
b-

06

Ap
r-

06

Ju
n-

06

Au
g-

06

O
ct

-0
6

D
ec

-0
6

Fe
b-

07

Ap
r-

07

Ju
n-

07

Au
g-

07

Autocorrelation Function

(Standard errors are white-noise estimates)
L

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

– 117

+ 124

– 041

+ 250

– 031

+ 199

– 033

+ 233

– 138

– 157

+ 079

+ 007

+ 007

– 079

.

.

.

.

.

.

.

.

.

.

.

.

.

.

+.226

1506

1487

1468

1449

1429

1409

1389

1368

1347

1326

1304

1283

1260

1238

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.1214

60

1 29

1 37

4 33

4 38

6 38

6 44

9 32

10 37

11 76

12 13

12 13

12 13

12 54

.

.

.

.

.

.

.

.

.

.

.

.

.

.

16.00

4391

5251

7136

3630

4963

3819

4898

3157

3216

3013

3544

4355

5169

5630

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.3823

S.E.CorrLag Q P

0

–1.0 –0.5 0.0 0.5 1.0

0

0%

2%

4%

6%

8%

10%

12
:0

0
AM

1:
00

AM
2:

00
AM

3:
00

AM
4:

00
AM

5:
00

AM
6:

00
AM

7:
00

AM
8:

00
AM

9:
00

AM
10

:0
0

AM
11

:0
0

AM
12

:0
0

PM
1:

00
PM

2:
00

PM
3:

00
PM

4:
00

PM
5:

00
PM

6:
00

PM
7:

00
PM

8:
00

PM
9:

00
PM

10
:0

0
PM

11
:0

0
PM

Time

Nu
m

be
ro

ff
ai

lu
re

s

Transport,  2009,  24(4): 339–344 341



On the one hand, this result is important because it 
emphasizes the weak links of IS (Домарев 2001). Th us, it 
is necessary to pay special attention to these links during 
the exploitation of IS. On the other hand, it allows dif-
ferentiation when describing QS that serves IS. Besides, 
it is possible to choose several sources of queries, i.e. the 
subsystems of IS. Th ese items have diff erent quantitative 
descriptions such as the intensity of the queries.

3. Time Distribution for the Analysis of the Queries

Another important characteristic of QS is time distribu-
tion for query satisfaction.

Th e author of the carried out research did certain 
calculations meant to study the following issues: time 
distribution for repairs according to the dates the failure 
occurred and the query was received; time distribution 
for the staff  dealing with IS and asking a repair brigade 
to remove the failure. Th e following items are involved 
in the process of calculation: t1 denotes time distribution 
for the staff  dealing with IS, t2 denotes time distribution 
for necessary repairs. Th us, the author did the following 
calculation meant to discover the time of repairs: τI = 
t2i – t1i containing n = 224 supervisions.

Th e data was analyzed according to the duration 
of the intervals between the queries forming 11 groups. 
Th e results of grouping are presented in Table 2.

It is necessary to mention a possibility of examining 
diff erent subsystems of IS as the independent sources of 
the queries for service. Removing the failures of diff er-
ent subsystems requires diff erent periods of time which 
should be done prior to making any conclusions accord-

ing to the data shown in Table 2. Furthermore, Fig. 6 il-
lustrates that removing the failures of APIKS subsystem 
requires the largest amount of time.

Taking into consideration the analysis of statistics 
revealing the amount of time needed for repairing dif-
ferent subsystems in this case, the author examines data 
on time distribution (see Figs 7 and 8).

In accordance with the theory, a sum of a large 
number of independent services, the exponential distri-
bution of time for which is not full enough, allows to 
make a conclusion on the poisson nature of this phe-
nomenon. Th e result of grouping the data according to 
time spent for repairing all subsystems of IS (Table 2) is 
illustrated in Fig. 9 showing similarities existing between 
the processes described above and the exponential law.

Th e author of the article did certain calculations 
in order to prove the following hypothesis: time needed 
for removing the failure is distributed according to the 
exponential law. Th e author also calculated the average 
time limit for repair. Th us,
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Fig. 5. Th e amount of failures considering subsystems
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Table 2. Th e distribution of intervals considering hours

No Interval ni hi pi

1 0–1 67 0.299 0.217

2 1–2 49 0.219 0.170

3 2–3 23 0.103 0.133

4 3–4 17 0.076 0.104

5 4–5 13 0.058 0.082

6 5–6 9 0.040 0.064

7 6–7 8 0.036 0.050

8 7–8 8 0.036 0.039

9 8–9 3 0.013 0.031

10 9–10 5 0.022 0.024

11 >10 22 0.098 0.087

Fig. 6. Th e average time limit needed for repairing 

subsystems

Fig. 7. Time distribution needed for repairing SAVS

Fig. 8. Time distribution needed for repairing APIKS
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According to the suggested statistics, the amount 
of time is as follows:

1

1
4.09 hours

n

i
in =

τ ≈∑ . (8)

So, the estimation of the exponential distribution 
parameter is:

1
0.245 failures hour

4.09
μ ≈ =

 
(9)

or 5.87 inquiries a day.
Th e author of the study also took into consideration 

the data compiled in Table 2 and calculated the selective 
criterion – 2χ  the value of which appeared to be 20.4, 
that is less than the distribution of the obtained result 

2
0.99 (9) 21.7χ ≈ . Th us, a hypothesis that time needed for 

removing the failure is distributed according to the ex-
ponential law is proved and can be evidenced by the fact 
when the level of signifi cation is 0.01 and the parameter 
is 5.87. Th erefore, service provided for the queries (QS) 
and the queries of IS can be described as having poisson 
nature.

4. Calculation of QS Effi  ciency Indicators

Th e above described calculations allow analyzing QS as 
the infi nite linear system proposed by Markov. Th e state 
of QS should be defi ned as constantly changing due to 
the infl uence and service of these queries. Th ese proc-
esses have poisson nature. Th e following graph illustrates 
QS having stationary queries (Fig. 10).

Th e graph illustrates the process of calculating sk, 
where k denoting the queries are served by the channels 
of system k, in particular, s0 is the state when the system 
is free and does not serve any query. Th e arrows repre-
sent the possible transformations of QS from one state 
into another. Th e transitions from the left  to the right 
are initiated by the queries having intensity λ  and from 
the right to the left  – by servicing these queries with k 
working channels having intensity kμ .

Th us, the following system of Kolmagorov’s diff er-
ential equations is constructed due to this graph:

Fig. 9. Time distribution needed for repairing all subsystems
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A solution to it provides the possibility of discover-
ing the distribution of the number of QS busy channels 
(Papadopoulos et al. 1993). Hence,

!

k

kp e
k

−ρρ
= ,  (11)

where: 
λ

ρ =
μ

 and 0..k = ∞ .

Th e probability that the system is going to be 
stopped is p0=96.9 in the case when λ = 0.185 and 
μ = 5.87 queries a day which corresponds to the average 
intensity of the amount of the queries during the day. 
Furthermore, it is possible that one query is served with 
index p1 = 3.1, whereas two queries are served with in-
dex p2=0.05. In this case, emergency work is inevitable. 
So, the necessity to remove more than one failure at 
the same time arises which is an unusual phenomenon 
of IS.

Th e intensity of the queries increases up to 1.9 in 
the rush hour exactly between 8.00 a.m. and the midday. 
Th us, in comparison with the average result it reaches 
λkrit = 0.355 queries a day, and therefore during these 
hours, QS does not function with full intensity having 
index p0 = 94.1, one failure is removed with index p1 = 
5.7 and two failures are simultaneously removed with 
index p2 = 0.17. Th e latter result exceeds an analogical 
result of the average intensity of failures for 3.5.

Th erefore, the above calculations testify to the fact 
that one repair brigade is able to manage the problems 
of IS. Th us, QS may have only one channel. It is possible 
to manage the emergency cases happening quite rarely. 
If the failure occurs, the queuing system is used and the 
average length of the queries should be quite short.

5. Interrelation Between the Failures 
of IS and Railway Accidents

Th e author of the carried out investigation has also 
made another observation including interrelation that 
exists between the frequency of accidents in IS and the 
frequency of accidents and the rolling stock of Latvian 
railways. Th e author has analyzed statistics on accidents 
occurring on Latvian railways. Th e interrelation of the 
failures of IS and railway accidents was investigated. 
Furthermore, it was discovered that no signifi cant corre-
lation existed between these phenomena. Having calcu-
lated time needed for repairing IS, the author has found 
out the interrelation between time needed for repairing 
IS denoted as L and the amount of accidents denoted 
as A. Th us,

Fig. 10. Th e graph of infi nite linear QS
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iL = τ∑  (12)

where: calculation was conducted for all subsystems 
each month and the interrelation between time L and 
the number of accidents A exists (Fig. 11).

According to the data obtained, the factor of cor-
relation between these phenomena makes 0.43. Th e fac-
tor of determining the model of regression is low and 
makes only 0.18. Th e author of research has worked on 
the earlier studies on the infl uence of natural factors on 
the frequency of accidents happening to diff erent kinds 
of transport and come to the conclusion it is impossible 
to specify the reason of the accident to full extent. Th e 
failures occurring in IS can be characterized as indirect 
factors.

6. Conclusions

To sum up, the analysis of the collected statistics on the 
failures of IS in Latvian railways provides evidence that 
substantiates the following hypothesis: the process of re-
pairing needed to remove failures is to be defi ned as the 
Markov process used for QS. Th e author of the article 
has investigated the structure and parameters of IS that 
can be described as the source of the queries. Research 
covered the area of temporal needs for repairing IS. Th e 
basic characteristics of IS functioning were stated.

Th e undertaken study has evaluated the degree of 
the infl uence on the frequency of failures, the amount 
of time needed for removing these failures and the fre-
quency of accidents occurring to the rolling stock of 
Latvian railways.
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